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Abstract

In the investigation of high energy impact brought about at velocities exceeding the
speed of sound, temperature distribution may exceed ranges in which changes in material
phase occur. The research focuses on evaluating the effects of temperature and coatings
on hypervelocity gouging initiation by considering friction and heat transfer. The impact

velocity is evaluated over ranges much greater than the speed of sound.

A dimensional analysis with accompanying numerical investigation is conducted. A
simplified model of the real test sled is created that allows test sled dimensions to be con-
verted to a numerical model for analysis. The dimensional analysis is used as a means of
directly applying the numerical results to real test sled conditions. Similarity principles
are studied and tested by comparing the results from scaled numerical models. Strain rate
and other time dependent parameters are not scaled, but the effect of these parameters
may be quantified and studied further. The dimensional analysis also provides a com-
prehensive approach to the test sled system by providing parameters whose affect on the
final solution may be studied and quantified. The scaling parameters may also be used to
determine which quantities must be modified so that results apply. Time and length scales

for studying the problem are also determined using the dimensional analysis process.

The study allows heat to flow and a thermal environment to be developed through
a solution for frictional characteristics. The effect on gouging of a thermal environment
brought about by friction and irreversible thermodynamics is studied. Phase changes of the
coating, slipper, and rail materials is also investigated through the use of phase diagrams

in comparison to the results.

The use of coatings in mitigating damage to materials under high energy impact
is also studied. The research is directed toward a scientific approach in determining the
potential advantage of specific coatings acting under shock loading conditions and under-
standing the physics behind these advantages. Friction and heat generation effects are

considered for rails with and without a coating.
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THE PHYSICAL UNDERSTANDING OF THE USE
OF COATINGS TO MITIGATE HYPERVELOCITY GOUGING
CONSIDERING REAL TEST SLED DIMENSIONS

1. Introduction to the Problem

High energy impact phenomena and failure is an important area of interest for the Air Force
today. Specifically, the Air Force Office of Scientific Research (AFOSR), the Air Force Re-
search Laboratory (AFRL), and AFRL’s Holloman AFB High Speed Test Track (HHSTT)

all have an interest in pushing the state of the art of high energy impact phenomena.

The overall system to be evaluated is depicted in Figure 1.1. The rocket sled shown
in the figure is accelerated at high speed. It is attached to the rail by a slipper. The
rocket sled is a vehicle used to obtain a velocity of exceptional magnitude in order to test
specific payload components. The rocket depicted in Figure 1.1(a) is of a 192-pound, fully
instrumented Missile Defense Agency payload tested on April 29, 2003 which validated
Holloman’s high-speed test track hypersonic upgrades and also set a world land speed
record. The four-stage, rail-bound rocket sled reached Mach 8.5 or 6,416 mph (9410 fps).

Figure 1.1(b) shows a detail of the slipper and how it is shaped around the rail.

At the HHSTT, the goal is to operate up to Mach 10 in air, or around 10,000 fps (3
km/sec). However, the damage mechanism called gouging is a limiting factor to achieving
this goal. The effects of gouging vary from requiring repair to the rail to catastrophic
failure. The rocket is held to the rail using a slipper. The slipper is not tight, leaving a
small gap on one side or another. This results in the sled riding in free flight, subject to
unsteady aerodynamic forces and rail misalignments with intermittent contact on the rail
and rotations of the sled in roll, pitch, and yaw. The impact between the slipper and rail
sometimes results in gouging. Gouges are characterized by the shallow removal of material
from the rail and the slipper and has been observed to occur at sled speeds greater than

1.5 km/sec.
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Two idealizations of the process leading to gouging have been used in the past. The
slipper can be assumed to impact the rail at a pitch angle. In this case, the slipper is
imparted with both horizontal and vertical velocity. This is called a vibratory or oblique
impact because it simulates an impact that might occur during vibration of the test sled.
The other case assumes the slipper impacts an asperity on the rail at some horizontal
velocity. The asperity can vary in size, but is typically circular or spherical in shape. The
asperity simulates dust, an imperfection in the rail, or ejecta from a lead slipper. Both
examples of impact can result in damage to the rail and slipper known as gouging. Gouging

takes the teardrop form shown in Figures 1.1(c) and 1.1(d).

SLIPPER GAP

(a) Pre-test photo of high speed sled with (b) Slipper and rail configu-
full slipper. ration in the subsequent de-
velopment.

PLAN VIEW

W’

CROSS SECTION

(c) Gouge on corner of a hematite coated. (d) Hypervelocity gouging
schematic.

Figure 1.1 The physical problem to be evaluated.
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1.1 The Gouging Phenomena

Laird [7], studied the phenomenon and defined gouging the following way:

Gouging is a failure mode found in metals undergoing hypervelocity sliding
contact. When inertial forces are so great that the materials exhibit fluid like
behavior, shock induced pressure creates a region of plasticity under the lo-
cation of impact. Tangential motion of one body with respect to the other
deforms or shears material at these points and results in deformation of the
parallel surfaces that impinge on each other in a continuous interaction. Once
this interaction region grows large enough to shear the surface of one of the
materials from the bulk material, a gouge has been formed. Continuous inter-
action of the materials in the region of the gouge will cause the gouge to grow
further until the materials are no longer in contact.|[7]

In the HHSTT gouging problem, the material sound speed (which is a function of
the modulus of elasticity and the density) of the slipper made of VascoMax 300 Steel is
approximately 5 km/sec. The speed of the sled is approximately 3 km/sec (i.e., 10,000 fps).
At low velocity, one may consider that loads applied to a 0.2 m (i.e., 8 inch) long slipper
affects the whole slipper. It takes about 40 usecs for an applied load to be propagated
throughout the length of the 0.2 m slipper. But as the sled approaches 3 km/sec, the
slipper is displaced 0.12 m (about half its length) before the load is applied across the
whole slipper. In this case, the application of stress must be considered as propagating

with respect to time.

Current gouge reduction methodology involves altering the rail and slipper materials.
Since the rail is a large infrastructure, material changes are made through the use of
rail coatings. Gouging is an interaction (as shown in Figure 1.2); so one material is not
necessarily the sole factor in creating gouging conditions. Gouging requires plastic flow of

both materials and the subsequent formation of material “jets”.

Material “jets” are defined as plastic deformations of large strain rate that are char-
acteristically long and thin. They are material interactions that occur due to mutual
penetration of rail and slipper material into one another after deformation of parallel sur-
faces that impinge on each other. The initial slipper penetration into the rail and the rail

hump deformation at impact time step of 0.5 microseconds (see Figure 1.3(a)) leads to
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sufficient horizontal impact to cause the creation of material jets later in the analysis of

an oblique impact (see Figure 1.3(b)).

Another essential characteristic of the gouging phenomenon is the material that be-
comes separated from the bulk material of the slipper and rail during formation of gouging.
These pieces of material that separate due to failure are known as “ejecta”. Accurate analy-

sis of the hypervelocity problem must trace formation, velocity, and final position of ejecta.

= _‘_h_"—‘——»
Slipper Gouge j

Figure 1.2  Gouging is an interaction of slipper and rail materials.
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(a) Hump development. (b) Creation of material jets.

Figure 1.3 Formation of gouging.

If the materials are largely dissimilar, it is not expected that both materials will

exhibit plasticity, flow, and jet formation at the same time. Probably, one material would

fail before the other. Gouging will not form until both materials fail. Under certain



conditions, it is possible that the behavior of the first failed material may aid in preventing
failure of the other material. If the first failed material responds in such a way that
it prevents hump deformation, the horizontal component of impact, or the build up of

pressure at the interaction region, then gouging may not occur.

There is something else to consider. Is an adiabatic assumption the best model
of heat transfer to consider for the environment in which gouging occurs? Most likely,
an adiabatic assumption is practical for the event of gouging. However, how does the
environment brought about by a shear wave affect the onset of gouging? Might plasticity
prior to the gouge event create thermal energy that must be considered? Should this
be modelled as a nonequilibrium thermodynamic state? Might the flow of heat from the
various plasticity cells of the travelling slipper affect the second law of thermodynamics
thereby changing the equation of state? Might this last idea reflect more on the state of the
material before the gouge event occurs rather than after it occurs? This idea leads to the
importance of stress wave propagation. In addition, can one ever appreciate the problem
without considering the appropriate dimensions? This leads to the need for a dimensional

analysis using the Buckingham Pi Theorem approach to scaling the problem.

Newtonian dynamics involves rigid and deformable bodies under quasi-static condi-
tions. Impact dynamics is very different from this. First of all, the importance of inertia
effects must be considered in all of the governing equations based on the fundamental con-
servation laws of mechanics and physics. Also, under hypervelocity speeds, hydrodynamic
pressure dominates the behavior of solids undergoing impact. At these very high pressures,

metals behave as inviscid fluids [5].

Traditional computational methods in structural mechanics are based upon Newto-
nian mechanics in which the forcing function F'(¢) is known in terms of application. Thus,

the system of equations using traditional equations of motion can be represented by

F(t) = [M]{u} + [CHU} + [knonlinear + klinear]{u} (1'1)

where [M] is the mass matrix, [C] is the viscous damping matrix, [kpontinear + Klinear] is the

stiffness matrix containing both linear and nonlinear terms, {i} is the acceleration vector,
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{u} is the velocity vector, {u} is the displacement vector, and F'(t) is the forcing function

(a.k.a. vector of the applied forces).

Generally speaking, the F'(t) term in equation 1.1 is taken to be applied slowly.
This is judged simply by the fact that there is a small number of oscillations once the
maximum load is obtained. Loadings are considered fast when they are applied on a
timescale comparable to the time it takes a wave to travel a characteristic dimension of
the structure as compared to the wave speed, ¢, = \/g . In this equation c, is the elastic
wave speed, E is the elastic modulus, which is the linear elastic slope of the equivalent

uniaxial stress-strain curve of the material, and p is the density of the material.

Thus, another important area of impact dynamics that makes it different from clas-
sical mechanics is stress wave propagation. This includes the fact that impact events are
transient. For high velocity impacts, stresses may exceed the yield strength and then both
plastic and elastic waves will be generated. In order to bear the stresses, the solid mate-
rials must deform. Compression will also force the material particles closer together. This
process however, requires both time and movement. When subject to an instantaneous
pressure, the pressure is initially supported by inertia. As the particles near the pressure
disturbance begin to move, they generate stress and begin to accelerate the particles they
are moving toward. This becomes the front of the stress wave. The stress wave propagates

through the material, changing particle velocities and the states of stress and strain.

Once the stress between adjacent particles becomes equal to the applied pressure,
relative motion ceases and the pressure is supported entirely by compression. In most
solids, the wave fronts are only a few molecules thick and can be treated as discontinuities.
The initial stress wave generated by the impact propagates into unstressed material at the

elastic wave velocity of

E
Co =] — (1.2)
p

where F is the elastic modulus, which is the linear elastic slope of the equivalent uniaxial

stress-strain (o - ) curve of the material, and p is the density of the material.
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Once the material becomes plastic due to high stress gradients, plastic stress waves

are allowed to travel at the plastic wave velocity of

_ |do/de
c= ; (1.3)

where, ¢, is the speed of sound and do/de is the local slope of the equivalent uniaxial stress-

strain curve. This slope varies within the plastic region that lies past the proportional limit.
Behavior of this material dependent slope determines behavior of the stress waves and
whether a shock forms through wave coalescence or the waves simply disperse throughout

the material [5].

This physical description shows that wave propagation is also an important factor in
ballistic and rapidly applied loads. This is a consequence of the major event of deformation
occurring in a very short time span under high intensity loads. Likewise, the strain rates
and deformations are extremely high. Because of the potential for a shock wave, the mass
matrix [M], the viscous damping matrix [C], and the displacements {u} change with time,

leading to high strain rates and viscoplasticity.

In addition, the relation between deformation and the state of stress (i.e., the con-
stitutive model) is not only time dependent, but nonlinear. Note that it is commonly
assumed that events in this time scale are isothermal or adiabatic when compared to the
time it takes for thermal energy to diffuse in the material. Therefore, one may consider a
solution from a continuum point of view in which the conservation equations, constitutive
equations, and equation of state are integrated together in an energy-fluids type approach.

This approach is taken in codes that are known as “hydrocodes.”

There are a number of aspects of the process that are important. At the moment
of impact, how does one know whether a shock wave forms or not? How does one know
whether the material plasticizes or not? What is the state of the stress, temperature, and
deformation of the material during and after the impact? To characterize materials under
high energy impact, various models have been developed relating particle velocity, stress
wave formation and propagation, yield strength, strain rate, plastic strain, temperature,

energy, density, pressure, and deviatoric stress. These models can be lumped into a cate-
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gory called material models. The material models can further be broken into constitutive

models and equation of state models.

In high strain, high strain-rate problems, the behavior of materials are normally mod-
eled by decomposing the stress into spherical stress (pressure) and deviatoric stress (shear
and plasticity). The two formulations can be treated independently because plastic flow
has been found to be independent of pressure at low pressures in solids. The hydrostatic
behavior is also assumed to be strain-rate independent. The mathematical relationship
of the hydrostatic components of stress (pressure) and strain (density) is handled by the

equation of state. It must also consider temperature (or energy) [8].

Because the three conservation equations have more unknown parameters than equa-
tions, the pressure, density, and temperature relations provided by the equation of state
(EOS) are coupled with the solution of the conservation equations. Furthermore, when
considering the presence of shock waves, the EOS may include the pressure, density, and
temperature/energy relationships across a shock wave. In this case, the EOS also deals

with shock velocity, Us, and particle velocity, up.

The EOS is usually considered in a solid mechanics solution to be linear. But in fluid
flow and impact dynamics, the materials are compressible and spherical stress, or pressure,
can vary. In the hypervelocity regime, the form of the equation of state is important in
predicting the dynamics, and several forms of the equation of state have been specialized

for this purpose.

The material response to an applied stress is accomplished through constitutive mod-
els. These models define the stress and strain relationships in a material [5]. If stresses
above the yield stress will be encountered, then the constitutive model needs to be able to
account for the yield point and the onset of plasticity [3]. These models can also include

the effects of temperature, large deformations, and high strain rates.

If the situation under consideration is for small thermodynamic perturbations, New-
tonian dynamics can be used to represent the conservation of mass, momentum, and energy
principles. In Equation 1.1, a standing wave that occurs in a time period on a couple orders

of magnitude greater than stress wave propagation is considered. The first and second laws
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of thermodynamics for the case of a propagating stress wave must also be addressed and an
equation of state considered to relate pressure, density, temperature, and entropy. Failure
in materials undergoing such changes in deformation and temperature are dependent on

time and strain rate, and material nonlinearity.

In summary, classical mechanics considers the wave speed as being much faster than
the material response in terms of deformation. An impact in classical mechanics can be
considered to be made up of instantaneous stress waves that reflect in such a fashion that
the wave comes to a standstill and thus the wave interaction ceases. In a hypervelocity
impact however, the material response typically exceeds the wave velocity, so material

shock physics dominate the problem.

This makes for an interesting area of research. Research has been accomplished in
the past forty years or so on the hypervelocity gouging problem and hypervelocity impact
failure. The past research presented here focuses on research specifically geared toward

the understanding of the hypervelocity gouging phenomena.

1.2 Previous Hypervelocity Gouging Research

Having presented an overview of the hypervelocity gouging phenomenon, a review of
past research is now presented. Research regarding hypervelocity gouging can be catego-
rized into six areas:

1. Test track observations and gouge tests.
2. Laboratory gouging tests.

3. Numerical modeling of gouging.

4. Aerodynamic sled analysis.

5. Load and failure analysis.

6. Methods for gouging mitigation.

1.2.1  Test Track Observations and Gouge Tests. In this area of research, test
track runs and post-gouging results are observed. The research in this area takes these

observations and draws conclusions about gouging by evaluating the gouged material.
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Using a monorail test sled at Sandia National Laboratory, Gerstle [9, 10, 11] con-
ducted experiments in which he initiated hypervelocity gouging. He found that gouges
frequently occurred downstream from projecting “wrinkles,” or mismatches, in the rail but
that three-dimensional, small radius, irregularities such as weld beads across the width of
the rail did not cause gouging. This is the first indication that a state of plane strain in
the sled shoe may be required to initiate gouging. A shock wave is, after all, a plastic
wave of uniaxial strain [5]. Apparently, a weld bead causes uniform deformation across
the width of the slipper, not allowing formation of the uniaxial strain conditions required
for formation of a sharp wave front. Formation of the sharp wave front is necessary for
a shock wave to form. Uniform deformation effectively relaxes the stress wave caused by
the high speed impact and does not result in the high pressure differentials required for

plasticity and eventual gouging to occur.

Microanalysis of damaged portions of the rail in Gerstle’s work (made of AIST 1080
steel) showed gouges had a surface layer of 304 stainless steel (sled shoe material) deposited
on top of martensitized 1080 steel. Subsurface examination of the gouge showed that
temperatures were high enough to austenitize the steel and that the rail material was
severely strained and microcracked. Gerstle believed this to be evidence of catastrophic
thermoplastic shear (a.k.a., adiabatic slip). Thermoplastic shear “occurs when the local
rate of temperature change is such that the resulting strength decrease exceeds the rate
of increase in strength due to effects of strainhardening [11].” In other words, a large
temperature change in a small localized area (typically a banded layer) softens the material
in that same area quicker than strain hardening strengthens it. It then becomes an area of
local weakness in the material, and thus a likely spot of shear fracture. During adiabatic
slip in steel, for example, local heat generation is large enough to austenitize the material,
but the large mass of metal around that thin shear zone of the austenite material will
quench it quickly enough to turn it into martensite. Evidence of catastrophic thermoplastic
shear such as described here, is an example of phenomena that will be investigated in the

proposed research.

Surface cracks in the gouged material were found to have stainless steel in their center

surrounded by layers of martensite and deformed pearlite, indicating penetration of high
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temperature sled shoe material into the rail. Rail surfaces that had not been contacted
by the sled shoe had no damage other than surface layer decarburization. Decarburization
is a loss of carbon due to high temperatures (usually over 800 K). This indicates close

proximity of a high temperature source (i.e., the sled shoe) to the rail.

Examination of the shear strain distribution below the gouge surface showed large
local variations along the direction of sled travel. The shear was associated with adiabatic
shear bands that turned into martensite and cracked. Gerstle also found that the local
shear strain distribution suggested the shear bands formed in planes normal to the sled
direction. This is an indication of combined stress waves (plastic waves of both uniaxial
strain and shear). Propagation of the cracks would occur due to dynamic fracture. The
behavior and distribution of shear strain and dynamic fracture will also be investigated in

the proposed research.

Gerstle surmised that thermoplastic shear along the adiabatic shear bands caused the
interband material to tilt in the direction of sled travel, while the normal load from the sled
shoe caused the material to experience an axial compressive strain. This could be a cause
of the cracks he observed below the gouge surface that angled away from the longitudinal
centerline of the gouge toward the surface. He also noted the angle of the cracks are more

shallow as the crack is formed further away from the longitudinal centerline.

Finally, Gerstle concluded from examination of severely strained and cracked mate-
rial and the presence of austenitized steel caused by high temperatures in bands uniformly
spaced along the rail, both well below the surface of the gouge, that local subsurface heating
was the result of catastrophic thermoplastic shear. This is a strong indication that heat-
ing, thermal diffusion, and propagation of stress caused by local temperature differences
in high energy impact are important factors in analysis of the failure mechanism initiating
hypervelocity gouging. In essence, Gerstle found evidence that a high temperature projec-
tile (e.g., a sled shoe) impacting a target (e.g., a rail) with a severe combination of heat
(thermal energy) and high velocity (momentum and kinetic energy) causes layers of local
temperature differentials that result in adiabatic shear bands. These shear bands act as
planes of motion allowing failure of the rail material eventually resulting in the interaction

of failed sled shoe and rail material known as gouging.
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Krupovage and Rasmussen [12], in 1982, documented sled development. They dis-
cussed the possibility that impacts between the slipper and rail are one of the causes for rail
gouging. Track tests demonstrated that control of aerodynamic downloading significantly
reduces the oscillations leading to impact. To determine the thermal environment in the
area of slipper and rail interaction, the authors describe slipper fire (wear products leaving
the aft slipper gap) as a homogenous stream of luminous material having light emissions
from white to yellow. Intense light densities surrounding the 5000 to 7000 fps sleds are

attributed to aerodynamic heating and to erosive oxidation of sled and slipper material.

The authors suggest the following relationship for the work developed by friction per

unit time to account for frictional heat:

’li)ZCfN’U (1.4)

where C'y is an empirical friction coefficient, N is the normal force, and v is the sled velocity.
If these values can be determined, the heat generated due to friction may be calculated if

one assumes that this change of energy is entirely converted to heat.

The authors question the idea that melted metal acts as a lubricant between slipper
and rail because their observations indicate that the formation of liquid metal actually acts
as an abrasive. This brings up the question of how coatings might be able to help mitigate
gouging. Perhaps the best coating should act as a lubricant to protect the rail against the

abrasive molten metal.

Krupovage [13] again addressed rail gouging in 1984. The author describes gouging
experienced in a number of rocket sled runs with different sled types and test conditions.
He observed that the largest gouge measured 4” long, 3” wide, and 0.40” deep. Gouges
were found at rail breaks and on the inside of slippers. In addition to those containing
slipper material, some gouges were found to contain copper from an aerodynamic wedge

in front of the slipper.

Krupovage also points out that at velocities exceeding 5000 fps the loss of sled mate-
rial in the forward area of the sleds due to aerodynamic heating was also observed. Based

on these observations, he concludes that gouging is a result of the aerodynamic heating and
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oxidation of forward portions of the rocket sled and internal slipper materials, slipper wear
products, debris caused by impact of the aerodynamic wedge, or other debris from external
sources. Krupovage concludes that gouging occurs when debris becomes trapped between
the sled slider and the rail surfaces and does not result solely from the load imparted to
the rail through the slider. He also included rail breaks and rail surface irregularities as

gouge initiators since they would act as asperities.

Krupovage found that greater aerodynamic heating and more gouges occurred during
the sled coast phase. External material loss due to aerodynamic heating was nonexistent
in the helium environment. Krupovage suggests a dynamic model composed of a sled
oscillating through the slipper gap and impacting on the rail with some effective mass as

a model for gouging.

In 1982, Barber and Bauer [14] compared sliding contact behavior at low, high, and
hypervelocities and defined hypervelocity as velocity in which the predominant forces of
interaction are inertial. They identified the existence of a hypervelocity “sliding thresh-
old velocity” and also developed a model for hypervelocity asperity impact and gouge

formation. They described the gouging phenomenon as follows:

When two solids are brought together, actual physical contact occurs only at
a small number of discrete contact points. The normal load between the two
solids is supported by these discrete areas. The number and size of the contact
points increases with increasing applied load. Adhesion between two bodies in
contact occurs at the contact spot and “cold welds” are formed. Tangential
motion of one body with respect to the other deforms or shears material in the
contact spots and results in further asperity contact. Frictional forces develop
because of the ability of the contact spots to resist this deformation (wear
results from material fracture due to excessive straining in the contact spot
region.) During contact spot shearing, energy is dissipated into the deformation
zone and then removed from the deformation zone by thermal conduction into
the material substrate.

As sliding velocity increases, the rate of energy dissipation in the deformation
zone exceeds the conduction rate out of the deformation zone, causing the de-
formation zone temperature to rise. As sliding velocity increases still further,
the temperature of the entire surface of a slider may reach the melting point,
at which point a liquid interface is formed between the sliding surfaces, greatly
reducing the frictional forces observed and the coefficient of friction. The liquid
interface behaves as a hydrodynamic bearing. Viscoshearing of the liquid film
dissipates energy, which causes intense heating of the slider surface and results
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in surface melting. Surface recession occurs, providing an influx of melted ma-
terial from the slider surface equal to the efflux from the interface due to slider
motion, and a steady-state hydrodynamic interface is established. The devel-
opment of this hydrodynamic fluid layer depends upon the material properties
of the slider and guider, the sliding velocity, the normal load, and possibly the
geometry of the slider.

At hypervelocity, if a fluid interface forms, velocity gradients in the interface
will increase, as will the frictional force, energy deposition, surface recession,
slider wear, and interface temperature. At some velocity, it is likely that the
temperature of the interface region becomes so high that the interface material
is vaporized, with a resultant drop in viscosity and frictional force. If a fluid
interface does not form, asperity contact continues to occur at very high ve-
locities. The asperities, however, can no longer come into contact in a steady
or quasi-steady mechanical mode. Instead, they impact generally in an oblique
manner, generating shock stresses.[14]

Compare and contrast this description to Krupovage and Rasmussen’s [12] assertion
that a liquid metal interface acts as an abrasive rather than reducing friction. At hyper-
velocity however, Barber and Bauer agree with Krupovage and Rasmussen that frictional
forces increase in the liquid metal interface. Also compare this description of gouging to
Laird’s [7]. Laird focuses on formation of plasticity due to high pressure caused by a high
energy impact. This plasticity, coupled with the tangential motion of the slipper shears
material from the bulk material and initiates gouging. According to Laird, gouging is a
continuous interaction of materials that follows from shearing along slip planes favored in

the plastic region.

The description by Barber and Bauer contains elements of thermal diffusion as well
as shear and inertial loading, and an explanation for the formation of a plastic zone. It
is primarily mechanistic in nature, but does not consider the formation of adiabatic shear
bands and catastrophic thermoplastic shear. Therefore, it is enlightening, but not complete

in describing the characteristics of gouge formation.

Barber and Bauer defined the point at which the impact-induced stress is equal to
the ultimate strength of the material as the “hypervelocity sliding threshold velocity.” The
hypervelocity sliding threshold velocity, as well as impact stress, is related to the asperity
impact velocity, the angle of impact, the density, and the shock speed of the materials

involved. It is essentially a material property. They hypothesized that hypervelocity
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asperity impact is a discrete, localized, violent event resembling a microscopic explosion
that produces a small crater in the surface of the material. The center of mass of this
explosion travels at approximately one-half of the slider velocity. Due to the relative motion
of the slider, a tear-shaped crater results rather than a simple, hemispherical shape. This
description provides a sense of the mechanism of gouging caused by an asperity, but does
not explain gouging caused by an oblique impact or the interaction of plasticized slipper
and rail materials that has been shown by metallurgic analysis of gouges such as by Gerstle

11].

Barber and Bauer did not find much quantitative data to support their hypothesis.
However, they felt that the conclusion drawn by Graff, et al [15], that a minima of both
sliding velocity and normal load is required to initiate gouging, confirmed the existence
of a hypervelocity sliding threshold velocity. They also concluded that instances of rail
gun gouging confirmed the existence of a threshold sliding velocity. They thought that the
onset of gouging corresponds to the point at which asperity impact would produce stresses

exceeding the ultimate strength of the material.

In 1997, Mixon [16] provided a thorough review of previous research and experi-
mental gouging data for many runs, including where gouges occurred using a database
compiled by Bob L. Kirkpatrick and Will D. Wilson. Based upon other works, he summa-
rized factors that affect gouging. These include high stresses from dynamic loading, high
velocity, asperities on the rail surface, frictional heating, ablation of the slipper and sub-
sequent entrapment of ejecta, and externally ejected sled material due to high stagnation

temperature behind normal shocks in the air.

Sled tests Mixon considered for analysis included tests for the Low Mass Interceptor
(LMI), Medium Mass Interceptor (MMI), and Patriot PAC3. Each of these test series used
an independent forebody sled that carried the payload pushed by the final stage. Gouges
could be initiated by either the front or rear slippers of the forebody, or the final stage
pusher rocket (Roadrunner) front or rear slippers. The forebody slippers were all web

bearing slippers (monorail) for additional roll stability.
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The two LMI tests Mixon evaluated included the use of a helium environment. Goug-
ing started to occur at about 5800 fps, and the tests reached a peak velocity of 6863 fps.
Seventy-five to eighty-three percent of major gouges occurred after peak velocity. All of
the gouges occurred within the helium environment, where aerodynamic heating is low
with minimal external burning and oxidation but slipper surfaces have already been dete-

riorated.

The MMI testing consisted of seven runs with a peak velocity of 6660 fps. In four of
these tests, the documentation included the location of the gouge on the railhead. Gouging
started at 5400 fps, and in total 408 gouges were found, including twenty-four major gouges
that required welding. A comparison of the velocity profile and the number and location
of gouges is shown in Figure 1.4. In this figure, the line represents the sled velocity vs.
track station, and the bars indicate the number of gouges present per 500 feet of track.
This shows the velocities at which gouging occurs is above 5400 ft /s, and that the highest
concentration of gouges occurred in the region of peak velocity. Most gouges were found at
the corners of the railhead, and relatively few occurred on the flat surfaces. In other words,
most gouges occurred in areas in a state of plane strain in which transverse deformation

is restricted.

Diagrams of the rail and location of the gouges are given in the report. There were
instances of simultaneous gouging, where multiple gouges were found at the same track
station. One run in particular accounted for 114 (27.9%) gouges, nine (37.5%) major
gouges, and a large six inch gouge that broke the rail and led to catastrophic failure. The
number of gouges per 100 feet was found to be significantly higher after peak velocity than

before, which is attributed to slipper deterioration.

However, the velocity of impact which imparts a certain amount of kinetic energy
and inertia could be the deciding factor for gouging. Ten major gouges occurred before
the peak velocity and eight formed after. All of the gouges found were in the helium

environment where peak velocity was reached, but aerodynamic heating was lowered.

The PAC3 tests consisted of fourteen runs reaching a peak velocity of 6000-6100 fps.

It included a rigorous repainting program. The entire rail was sandblasted and repainted
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Figure 1.4  Sled Velocity and Number of Gouges for MMI Tests.

with a controlled thickness of paint (6 mils, £+ 1 mil) every four runs, with spot repainting
where needed between every run. Gouging started at 5750 fps. In this case, it was found
whether the sled was before or after peak velocity did not affect the tendency to gouge.
Again, all gouges occurred in helium. Only two major gouges occurred in these tests, both
of which were on the same run. This run had more gouging than any other PAC3 run,

ending in a major structural failure of the final stage pusher.

Mixon concludes that there is a relationship between gouging and the tendency for
roll forces. Sleds are described as having a tendency to roll or lift based on the gouge
location, and it is likely that gouging leads to excessive roll, which often leads to failure.
And conversely, roll and lift significantly influence gouge position on the railhead. In
high wear/gouge conditions, a tendency exists for gouging to occur at a higher rate after
burnout, likely due to the successive deterioration of the slipper surfaces. However, this
is inconclusive because gouging also occurred after peak velocities, so the high horizontal
velocities could be a factor rather than the deterioration of the slipper. In addition, the
heating between slipper and rail is largest at the peak velocities so this could be a cause

of the larger number of gouges.

Mixon found that the highest gouging rates occurred within a small range of velocities
(less then 50 fps) immediately before and after peak velocity was reached. Structural

failures also resulted in a considerable number of gouges. High stress, high velocity, rail
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imperfections, deteriorated slipper surfaces, and frictional heating were considered to be

prime contributors to the onset of gouging.

Since well-maintained rail coatings significantly reduce the number of gouges, goug-
ing may be mitigated by the establishment of the best coating and thickness, and improved
coating application methods. In addition, improved track alignment and machining meth-
ods, and new slipper materials and design concepts are likely to be valuable based on

Mixon’s research.

Mixon suggests an accurate model of gouging could prove beneficial in studying rail
coatings. However, this is conditional on the model being capable of determining the

various coating material properties and their direct effect on hypervelocity gouging.

Analysis of gouged materials from hypervelocity test track runs has produced some
theories on the causes and mechanisms of hypervelocity gouging. Primarily, the concepts
that have been surmised to contribute to gouging are the formation of adiabatic shear bands
and thermoplastic shear, high temperature effects, inertial effects of hypervelocity impact,
and shock wave formation. In addition, formation of a plastic zone, high strain rates,
viscoshearing, and hydrodynamic bearing may also be mechanisms causing hypervelocity

gouging based on analysis of gouged test track materials.

1.2.2  Laboratory Gouging Tests. ~ Another important source of experimental data
for hypervelocity gouging are laboratory gouging tests. These tests usually use the con-
trolled hypervelocity impact of a known projectile at a glancing or oblique angle to form

gouges in a known target material. The gouges that are formed are then analyzed.

In 1968, Graff, et al [15] designed experiments to create high velocity sliding contact
using a special gun facility that enabled them to shoot projectiles on a grazing angle of

impact at a flat or curved target at up to 9000 fps.

They thought the basic nature of gouging was one of high velocity sliding contact
or grazing impact between metallic surfaces. Beginning with a review of sled tests, the
researchers catalogued data from gouge damage at the Holloman AFB rocket sled test
track and noticed that gouging seemed dependent on many parameters including rail and

slipper materials, slipper geometry, rail straightness, airflow in the slipper gap, velocity,
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and contact stresses. They studied previous sled runs showing that gouging began between
5200 and 5500 fps. Gouges were defined as a tear drop shape with a typical gouge being

two to four inches long, one inch wide, and 1/16 inch deep.

The authors also discussed coloring and metal deposits in the gouge. The maximum
observed amount of gouges occurred after peak velocity. This had been attributed to
increased gap size and wear effects, not necessarily higher velocity. However, Graff, et
al’s review showed that the sled velocity was the primary factor affecting the frequency
of gouge occurrence. They also learned that about 80% of the gouges were on the side or
top edges of the rail, 15% were on the undersides, and only 5% were on the top surface of
the rail. This is another indication that a state of plane strain would be an appropriate
model for gouging. Downward biasing by canards and high strength maraging steel slippers

appeared to produce less gouging.

In the laboratory, the study focused on impact velocity, slipper and rail materials,
and interfacial stresses. Using projectiles of brass, copper, steel, and aluminum, Graff, et
al successfully created gouges on steel target surfaces that had the essential characteristics
of rocket sled gouges. While initial attempts at firing at a twenty foot radius curved steel
target did not produce gouging, reducing to a three foot radius to increase stress resulted

in gouges similar to those at seen at Holloman AFB.

After impact, projectiles left marks on the target plate indicating the width or wear of
the projectile. A layered structure of target base materials, oxide coating, molten projectile
material, and projectile base material was created, suggesting the existence of a molten

interface during gouging.

It was suggested that aerodynamic flow conditions in the gap would be capable of
producing melting of the slipper without metal-to-metal contact. Graff, et al cited evidence
that the coating material acts as a lubricant, or fluid interface, under hydrodynamic loading
and only transmits the normal stresses and not the shear stresses that would initiate
gouging. Melt lubrication eases high-speed friction by forming a liquid layer between the
sliding surfaces. In essence, the liquid interface acts as an incompressible fluid. It transmits

spherical (i.e., volume changing) stresses and not deviatoric (i.e., shape changing) stresses.
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The effects of tangential motion in the liquid interface are limited to a small viscous

boundary layer near the surface of the moving body (i.e, the slipper).

Calculations were made to support the conclusion that due to the velocity and size
of projectiles, transient stresses are small in comparison with the steady pressure and
may be effectively ignored. Sample calculations of the normal stresses encountered in the

experiments were 78,000 psi for a steel projectile weighing 0.27 oz.

They also found that sudden jumps in stress caused by discontinuities in the curved
target resulted in gouge initiation. Gouges were more likely to occur at slight kinks in
the curved projectile track, where normal forces were maximum, and that gouges were
predictably initiated at transverse scratches and grains of sand deliberately placed on
the track surface. Furthermore, orienting the ground surface-finish of the target plate
transverse to projectile motion resulted in more gouging than when the surface-finish was
parallel to the motion, and sanded finishing produced fewer gouges than other finishes.
They concluded that for the same velocity and stress, fewer surface imperfections produced

fewer gouges.

Based on their observations, the authors described gouge initiation as the point
when, at critical conditions of normal stress and velocity, the oxide film on the target and
the molten film at the projectile/target interface is penetrated and direct metal to metal

contact occurs, resulting in a welded junction.

This penetration of the surface layer can occur from a sudden stress jump resulting
from a high spot, or from a local surface imperfection. Projectile material deforms and
slightly penetrates into the target, while simultaneously, target material penetrates into
the projectile. Initially, the amount of deformation is small, but continuing interaction at
the metal-to-metal interface causes pressure and shearing action that causes the size of the
interaction to increase. The growth and propagation of the gouge requires the continued
shear of material at the base of the junction. Gouge termination happens due to the

passage of the projectile trailing edge beyond the effected region.

Further studies by Graff, et al [17] in 1970 examined various projectile materials and

target coatings subjected to normal stresses up to 200,000 psi. It was found that all metallic
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projectiles caused gouging while Teflon did not. It was also found that soft metals gouged
more frequently, while harder metals had higher threshold gouging velocities. Harder
maraging steels gouged less, but excessively hard steels resulted in a machining action.
It was recommended that a slipper with hardness just slightly greater than the hardness
of the rail would give the best results. General results for coating materials was that
successful coatings were low in density, low in strength, and non-metallic. Use of low
strength coatings caused all of the material shear behavior to occur in the coating and
not on the projectile. Plastics and ceramics were found to have insufficient strength to
withstand imposed stresses, except cemented tungsten carbide that was tough enough to
withstand contact shock without fracturing, welding, or gouging. Tests showed that high
normal stresses were not sufficient to cause gouging if direct metal-to-metal contact was

prevented.

Tarcza [18], in 1995, used a special gun assembly to conduct gouging studies at
relatively low velocities. The primary purpose of Tarcza’s work was to demonstrate that
gouging is possible at velocities lower than those at which it had been previously reported,
and to show that there existed a correlation between gouging and material properties, which
may be used to accurately predict the onset of gouging. The experiment was designed to
confirm a correlation in gouging between velocity and slider strength and hardness. Tarcza
also set out to confirm an extrapolation of the velocity-slider strength relation to lower
relative velocities. He also sought to determine the velocity of gouging initiation for a
chosen material and a given set of conditions. Lastly, Tarcza sought to create gouges in a

manner that would be relatively inexpensive and readily duplicated.

Tarcza started with a literature review of selected papers on gouging in rocket sleds
and rail guns and concluded that all the proposed theories held the following points in
common with regard to hypervelocity gouging initiation. Each held that gouging initiation

was dependent on slipper velocity, stress at the contact surfaces, and material properties.

Examining past data, a linear relationship was recognized between gouge onset ve-
locity and yield strength divided by density (Figure 1.5). Using this relationship, Tarcza
theorized that a lead slider impacting against a lead guider would start gouging at 715 fps.

Though each study in Tarcza’s review had its differences, the velocity at which gouging
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initiated was determined by observing the pressure core from the point of impact. The
velocity of gouging initiation was the velocity at which the high pressure core was observed
to grow. If the core was observed to decrease in size from impact or remain stable, then

gouging was not determined to have occurred.
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Figure 1.5 Comparison of Slider Yield Strength and Density to Gouge Initia-
tion Velocity.

Tarcza believed that given the proper conditions and materials with appropriate
properties, gouging would be possible at velocities other than those at which it has pre-
viously been observed. Tarcza used the definition of hypervelocity as velocities in which
inertial forces dominate. Tarcza searched for a material combination that would exhibit

hypervelocity gouging at relatively low speeds.

His experiments were conducted using a .22-caliber light gas gun, a curved surface
target in a catch fixture, and instrumentation similar to Graff, et al. Using a lead pellet
projectile against a lead target, Tarcza found that gouging occurred consistently at sliding
velocities above 272 m/s (=~ 892 fps). He examined the resulting wear and impact damage,
and found that gouges occurred in the shape of teardrops, ovals, or peanuts. The highest
velocities produced the largest gouges. All of the gouges had the dull finish, rough ap-
pearance, and raised lip normally associated with gouging. Though most gouges seemed
to develop from incidental slider-guider contact, a few of the gouges appeared to result di-
rectly from scratches or other pre-existing nonuniformities in the surface of the lead sheet

guider. Further, a raised manufacturing seam across the entire width of the sheet had the
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opposite effect. Not only did the seam prevent gouging, in every case it seemed to cause
an extended period where the slider and guider were not in contact. This period increased
with increased velocity. His observations agreed with experimental findings of Gerstle at
the Sandia Test Track. Numerous instances of overlapping gouges were observed. In ad-
dition, a number of instances were observed where gouges were initiated within the width
of a wear track but continued outside of the track. Tarcza found that there is a regime

between gouging and no gouging.

He sometimes observed what he termed to be “incipient” gouging. In this case,
gouges were not fully developed. Tarcza felt that in testing, gouging must have occurred
after a period of sustained contact between the slider and guider as opposed to a sudden
material interaction. Neither plate thickness nor the presence of an oxide layer seemed to

affect the wear, impact fan, or gouging.

Because the gouging impact speed was significantly below the material wave speed,
Tarcza concluded that gouging is not limited to being a hypervelocity phenomenon in
which the velocity of impact must be near or greater than the elastic wave speed of the
material. This, however does not preclude that gouging is a result of shock wave physics

and plasticity.

After use, the pellets were elongated to the rear and their leading edges displayed
a protruding, curled lip, which grew more pronounced with increasing velocity. While
rearward elongation is the logical result of relative motion forcing slider material to the
rear, the surprising lip on the leading edge indicates that material was also being pushed
forward ahead of the slider. Tarcza found that the higher the velocity, the more mass
that was lost from the slider. This could be from impact, wear (including against the
catch tank after the lead sheet), or gouging. No evidence was found of gouging on the
slider surface, but significant wear after the last gouge (especially in the catch tank) would
have removed any gouging evidence. Because of slider surface marring, it can only be
speculated that if slider gouging does occur, it must be less severe than that which occurs
on the guider. Otherwise, the cumulative effects of all guider gouges from any given wear
track, particularly those with large gouges, should have resulted in far more slider damage

than was observed in any recoverable pellet.

1-23



Tarcza surmised that the magnitude of normal force generated during slider-guider
contact is also critical to the onset of gouging. The normal force could be generated by a
surface asperity impact, gouge initiating particles, or normal slider velocity components.
The fact that an appropriate curvature was needed in lab tests further confirms the re-
quirement for a sufficient amount of normal force for gouging to occur. The velocity of
gouging initiation is assumed to be a function of the normal force as well as slider material
properties. At present there is no data that can quantify the normal force or inconclusively

relate slider normal forces to gouging.

In 2003, Ramjaun, et al [19] investigated hypervelocity impacts on thin metallic and
composite space debris bumper shields. In their research, they investigated hypervelocity
impact crater formation for both normal and oblique impacts at 5.0 £ 0.2 km/sec. Using
a two-stage light gas gun, a cylindrical projectile was used to create craters in space debris
bumper shield material. Their research is important because of the failure mechanisms and
similarities to slipper and rail impacts at similar velocities. They performed a microscopic
study and found adiabatic shear bands formed near the crater zone of impact. The angles of
impact they used were 90°, 51°, and 64°. What makes this research especially interesting is
the fact that they estimated the debris cloud temperature and temperature near the crater
at impact using a time-integrated spectrum of the light emission during crater formation.
They estimated the debris cloud temperature using this method to be between 7300 + 300
K and 7600 + 300 K for the impacts.

The authors described the mechanism of fracture due to hypervelocity impact by
stating that at impact strong shock waves propagate within the target and projectile
(slipper and rail for the gouging problem). As these shock waves propagate, the materials
are heated adiabatically but not isentropically. Once the shock waves reflect off the free
surface of the projectile, rarefaction waves are formed. This release of the shock wave
compression is considered to be an isentropic process. However, the materials are not
returned to their original state after the process of release is complete and the materials
are left in a high energy state. This high energy state can cause the material to fragment,

melt, or vaporize.
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Macroscopic examination of the craters after impact showed elongated contours of
deformation for the oblique impacts. The elongated contours showed craters at entry and
lip formation at exit. This lip formation indicated plastic deformation according to the

authors.

Microstructural examination of the oblique impact craters showed secondary cracks
radiating from adiabatic shear bands. These adiabatic shear bands are indications of
localized melting and thermoplastic shear. According to the authors, cracking is due to
the work done during intense plastic deformation. This causes a sharp increase in local
temperature. The intersection of shock waves caused by the initial impact results in high
tensile stress from rarefaction waves. Coupled with local melting in thin layers, this could
easily result in the cracking that is observed. Hardness measurements were inconclusive.

The hardness did not change substantially between undeformed and impacted materials.

Ramjaun, et al concluded that shear instabilities occur at various sites along the
projectile and target interface under the high shear stresses and high strain rates that
arise as penetration occurs. The local plastic work is converted into heat and bands of
concentrated shear displacements grow from these shear instabilities and into thermally
softened material. When the rarefaction waves cause tensile stresses that result in cracking
along these sites of shear weakness. This was observed mainly at shear band intersections
in the shock-heated material immediately beneath the crater. As shear band cracks linked

up, they isolated pieces of material allowing them to fracture from the bulk material.

Spall pressure was found to increase within shear bands due to void nucleation and
growth during shear band formation and thermal softening which lowers the resistance
to void growth, increasing spall pressure. Spalling was determined to be caused by the

intersection of shock wave and rarefaction waves at the adiabatic shear bands.

Ramjaun, et al also noted that normal impact tests gave lower temperatures for the
debris cloud than the oblique impacts. They surmised that a higher energy state of the

debris cloud (i.e., “ejecta”) occurred in the oblique impacts.

The primary cause of damage during high velocity impact in this investigation was

determined to be the formation of adiabatic shear bands. In order to mitigate failure due
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to hypervelocity impact, the authors concluded that materials which have no tendency to
form adiabatic shear bands would have the best resistance to hypervelocity impact. For

them, the best material would:

e have uniform and homogenous flow properties during viscoplastic deformation to
prevent formation of adiabatic shear bands caused by uneven formation of viscoplastic

zones,

e have a high melting point to prevent adiabatic shear band formation and subsequent

cracking,

e and not transform into a brittle phase during shock loading which increases the

likelihood of fracture under loading.

With these criteria in mind, the authors recommended pure aluminum, pure tita-

nium, and Ni-Ti shape memory alloys as potential space debris bumper materials.

This section completes the review of experimental tests conducted to initiate and
study gouging. This means of research is very valuable, but limited because of the high
cost of performing such tests. To gain better insight into the phenomenon and because of
the high cost of creating and running such tests, numerical investigation of gouging has
taken place in parallel with experimental procedures such as test track observations and

laboratory testing with special gun facilities.

1.2.8  Numerical Modeling of Gouging. =~ Numerical modeling of gouging has ben-
efitted from results of testing from high speed rails and laboratory special gun setups.
Numerical investigators are able to qualitatively compare the results of their investiga-
tion to gouging tests and verify their results. Numerical investigation has been successful
because it offers a means of gaining improved understanding of the gouging phenomenon
without the drawbacks of physical experimentation. Theories may be tested at a relatively
low cost and the physics observed according to the model as the event happens. This

section describes the major numerical models for hypervelocity gouging and their results.

In 1977, the earliest attempt at modeling hypervelocity gouging was published by

Boehman, et al [20]. They developed a computer model to study hypervelocity friction,
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wear, and gouging at the slipper/rail interface. They were able to identify the velocity

regimes for stability, but were unsuccessful in implementing gouging criteria.

Numerical work was continued by Barker, et al [21] at Sandia National Laboratory
in 1987. Using the hydrocodes CSQ and its successor CTH, the Parallel Impact Thermo-
dynamics (PIT) model was developed to model parallel slider impact on the guider/rail.
The model was named for the parallel impact of the slider with the guider and the fact
that the CTH computational algorithm also modeled the thermodynamics of the gouging
event. The PIT model involves a slider with a small gap and a forty-five degree angle at

the front for impacting an asperity to initiate gouging (see Figure 1.6).

100 200 300 400 500
-6
x (10 m)

Figure 1.6 Barker’s PIT Model.

To obtain an understanding of the heat generated from friction, it was found that
frictional surface heating of a 30 mm diameter steel projectile sliding at 3 km/s in a barrel
with a nominal curvature of 1 mil per 10 inches would be expected to result in surface
melting of the projectile after 2000 microseconds (60 cm) of travel and to a depth of 6.7

cm.

Barker, et al understood gouging to be an impact phenomenon and developed a the-
ory and computer model accordingly. The CTH program uses high shock physics solution

methods to solve the high energy ballistic impact problem.
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They were able to show that a numerical model of high velocity tangential impact,
where the slider impacts something in front of it horizontally, models gouging under certain
conditions. To function properly, two-dimensional models required a gap between the slider
and guider, an asperity, and a normal load generated by giving the leading edge of the
slider a forty-five degree angle to impart downward motion to the asperity during impact.
Three-dimensional models were used in an attempt to verify results, and they found that
gouging would not occur with a slipper gap. But gouging did occur if no gap was present.

They determined that both models confirmed the validity of the PIT model.

Their study found that the conditions under which gouging exists due to an asperity
impact are extreme local deformation, heating, melting, and vaporization. Results from
the model show the progressive development of a gouge, and also indicate the similarities
between gouging modeling and hypervelocity impact problems. The impact of a steel
asperity travelling at 2 km/s against a stationary steel asperity generates a shock pressure
of about 5800 ksi, which is about forty times higher than the 150 ksi yield strength of
typical heat treated steel. They theorized that an asperity impact would result in the

development of a growing high-pressure interaction region.

Their theory of gouge initiation states that the high pressure acts to deform the
parallel surfaces that impinge on each other in a continuous interaction that produces
gouges. Barker, et al suggested that this type of interaction would be self-sustaining, and
would continue until the slider passes beyond the point of interaction. They also noted

that stress wave propagation, reflection, and release waves likely affect gouge development.

Barker, et al conducted a parametric study to quantify the physical conditions that
must exist when gouging takes place and to verify the validity of the assumptions they
made for the computer model. By varying the model parameters, Barker, et al concluded
that gouge mitigation may be accomplished by increasing the size of the gap between the
slipper and rail, increasing the slider yield strength with respect to the guider, using plastic
as a slipper material, pitching the slider into a small angle with respect to the guider, or

decreasing the normal load between slider and guider.
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Another experiment was run without friction to test Graff, et al’s [15] theory of gouge
initiation in which they described gouge initiation as the point when, at critical conditions
of normal stress and velocity, the oxide film on the target and the frictionless molten film
at the projectile/target interface is penetrated and direct metal to metal contact occurs,
resulting in a welded junction. In Barker, et al’s results, gouging occurred with and without
friction. This apparently showed that inertial forces are more dominant than the formation
of a frictionless surface that may be penetrated to form a welding junction as theorized by

Graff, et al.

Based on these results, Barker, et al designed a laminated slider that allowed release
waves to arrive faster in order to relieve pressure in the gouge nucleus, provided shock
absorption to decrease peak normal pressure, and provided melt lubrication at high velocity.
A slider using this design was tested on a small monorail sled that reached 1.9 km/s and

produced no gouges.

However, a number of difficulties remain with the Barker model. In real world testing,
gouges did not develop across a uniform asperity such as a weld bead. Also, the 45 degree
angle leading edge of the slipper is inaccurate. No such wedge exists on the slipper. Finally,
it assumed that there has to be some asperity that causes gouging. This assumption

remains unproven although commonly accepted in the literature at the time.

In high velocity guns such as rail guns and two stage gas guns, hypervelocity goug-
ing was found at the gun barrel/projectile interface. In 1989, Barker et al [22] reviewed
the data collected in Susoeff and Hawke’s 1988 report [23] on rail gun gouging and then
acknowledged that the source of gouging damage was still uncertain; the experiments that
had produced gouging were designed to improve rail gun performance rather than to study
gouging. Barker, et al suggested that molten droplets of the aluminum slider “impinging”
at low angles into the rails and “digging in” might have caused the gouging damage. They
reasoned that the higher energy levels used on the last five shots likely resulted in com-
plete vaporization of the aluminum slider and thus no gouging, whereas earlier shots that

produced gouging did so because of incomplete vaporization of the foil.
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Barker, et al used the PIT model in 1989 to conduct a CTH hydrodynamic code
parameter study to predict the conditions under which gouging can occur. In the study,
they evaluated all possible slider-guider combinations of copper, steel, aluminum, and
plastic at velocities from 0.5 to 12 km/s. The results were examined to determine whether
the initial microasperity impact at a slider-guider interface would result in a growing,
stable, or decaying interaction region; a growing interaction region would indicate the
formation of a gouge. Barker, et al determined that materials that gouge each other do
so only within a certain range of velocities. They also determined that there are both
upper and lower gouging threshold velocities, although the upper threshold has never been

experimentally observed.

When sliding exceeds twice the wave velocities of the interacting materials, gouging
does not occur. This is apparently because there is insufficient time for material to be
continually pushed up in front of the interaction zone and the reaction dies out. They saw
that higher yield strengths raise the lower gouging threshold (and may lower the higher
threshold as well).

Numerical analysis also showed that a nearly steady “stream of gas” emanates from
the leading shoulder of plastic sabot projectiles. Plastic sabot projectiles have plastic
sleeves behind the projectile that conform to the barrel of the gas gun and capture the
high pressure to propel the flat plate projectile down the barrel of the gun. This emanating
stream of gas is caused by shock vaporization caused by micro impacts of gun barrel
particles on the leading shoulder of the projectile (commonly known as blow-by). Finally,
they found that a ten-degree oblique impact angle of the projectile on the gun barrel

reduces this stream of gas and the tendency for gouging to occur.

CTH was again used by Tachau [24, 25] to perform numerical analysis of gouge
development in 1991. Beginning with a review of the available literature, Tachau noted
that Barker’s theory required a gap, an asperity, and an angled leading edge to impart
downward motion on the asperity and subsequent normal loading of the rail during impact.

He also found that Barker’s model did not include the effects of sliding friction.
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Tachau’s hypothesis was that an oblique impact could generate the environment
necessary to form a gouge. Tachau improved upon the PI'T model presented by Barker, et al
by eliminating the gap between the slider and guider as well as the gouge initiating asperity
from the CTH computer model. Instead, an initial slider velocity component normal
to the sliding surface was applied to the model (see Figure 1.7). This model produced
highly oblique impacts. Tachau hypothesized this would result in the development of
antisymmetric humps as described by Abrahamson and Goodier in 1961 [26].
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Figure 1.7 Tachau’s Model.

The initial velocities Tachau used were 2.0 km/s horizontally and 100 m/s vertically.
Tachau observed that the crater from his results was deeper than observed in rocket sled
gouges, but this was attributed to the selected vertical velocity component, which is larger
than what is expected in actual testing. Temperature contours showed high temperatures
up to 1800 K resulted from plastic deformation at impact and were sustained only at the
contact surface. The impacts readily heated the surfaces to near melting conditions. The
core pressures were high, on the order of 5 GPa. Tachau also performed a matrix study of

steel and aluminum sliders at different velocities.

He concluded that a strong pressure core developed by the impact accompanied
gouging, and that tangential (horizontal) and normal (vertical) velocities were contributing
factors. In simulations for a slider and guider both made of steel, he found that a slider

at 2.0 km/s with a 100 m/s downward velocity component caused gouging, but one at 1.0

km/s and 100 m/s downward did not.
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These results led Tachau to conclude that the temperature at the contact surface
must be sufficiently high to cause the materials at and near the contact surface to become
viscoplastic, and that the impact condition must be severe enough to ensure the creation of
a growing, high-pressure core at the contact surface. He also concluded the heat necessary
to produce this high temperature is generated primarily by contact friction and impact,
conditions that occur at high speed and large normal loads. When the heated surfaces
are obliquely impacted, the shallow heated zone of softened material allows the formation
of antisymmetric deformations described above. Since both the slider and the guider
become very hot, antisymmetric deformations would be expected to form on both contact
surfaces. If conditions permit a continuous interaction of the heated, viscous layers, a
gouge would be initiated in a manner similar to the PIT model. Addressing the asperity
model, Tachau found that impact of the slider with a sloped impact surface on the asperity
provides the vertical momentum or impulse component necessary for gouge formation. This
study suggests that the magnitude of the vertical momentum does not need to be large.
If the temperature produced by the oblique impact is sufficient to cause melting, and
the contact and loading conditions are sustained, a gouge will be formed. To mitigate
gouging, Tachau recommended carefully aligning the entire slider-guider system, designing
sliders for aerodynamic stability, and eliminating slider-guider contact while minimizing

slider-guider clearance. He also proposed a design for a non-gouging slipper.

In 1998, Schmitz [1] followed up on Tachau’s work by developing a new software tool
based on CTH results to investigate gouging and wear. The tool predicted slipper wear and
gouging phenomena based on empirical data and initial conditions. Schmitz expected that
experimental testing would be performed to validate the output of the tool. To develop
this tool, Schmitz used CTH with an asperity impact simulation (see Figure 1.8) based on
Barker’s model as described in [21]. Schmitz observed that growth of the high pressure
core in the first four microseconds of impact predicted the formation of a gouge, while if
the pressure core did not grow, no gouge formed. Schmitz was also able to correlate the
gouge velocities for different slipper and rail materials in CTH with experimental and test

track data as presented in Figure 1.9.
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Figure 1.8  Schmitz’s Model.

In 2002, Laird [7] performed an investigation of hypervelocity gouging with an em-
phasis on understanding the phenomenon. His major contribution to the literature was
the understanding of material jet formation that leads to gouging and showing that tem-
perature effects prior to gouging affect its formation. As part of that effort, he performed
a numerical investigation of gouging using CTH [27] and investigated the effect of high
temperature on gouging [28]. He modeled gouging after scaling the dimensions of Tachau’s
oblique impact model down by 1/10. His work is a comprehensive analysis of gouging and
the factors involved in gouging formation, including temperature. He made a number of

conclusions that are important for further investigation into the subject area.

He found that plastic deformation, vertical force, and low material strength are
contributing factors of gouge initiation. He also stated that none of these alone are sufficient
to initiate gouging. He indicated the key feature of gouging is the initiation of the material
jets. Jet formation characterizes gouging as interaction and mixing between two materials.
The jet formation requires viscoplasticity of both materials. If one material has conditions

or properties that inhibit gouging, it will not occur.
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Figure 1.9  Validation of CTH to Experimental Data.

He also found that when jet formation initiates, the stress wave in the rail caused by
the oblique impact is still propagating away from the impact and the stress wave in the
slipper is just reaching the top free surface of the slipper. Since the release waves have not
occurred at the time the gouge is developed, spallation is not influential in gouge initiation.
However, high pressure compression caused by the initial impact is likely a factor that sets

up the environment conducive to gouging.

Another aspect of Laird’s work was basic numerical modeling of the high temper-
ature environment typical in high velocity test track runs. Laird determined that high
temperatures lower the yield stress of the materials, leading to less resistance to gouging.
While he found that room temperature gouging resulted in high temperatures contributing
to weakening of the material, the slider model at high temperatures before impact provided
a “jump-start” to these higher temperatures, making it easier for gouging to develop and
leading to similar behavior and deformation as the unheated case. The difference between
numerical model gouging in the heated slipper and the unheated slipper was timing. In the
heated slipper model gouging occurred earlier. “Clearly,” states Laird, “elevated slipper

temperatures affect the onset and subsequent development of gouging.”

In addition, Laird found that a shallow leading edge angle of less than 1.790° did not
gouge under the same velocity conditions that caused gouging to occur in a slipper with

a rounded leading edge. The maximum penetration depth was similar in both cases, but
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the shallow leading edge resulted in a shallow slope at the material interface, inhibiting

the development of material jets.

Finally, Laird determined that increasing the rail yield stress would inhibit gouging.
To him, this was a direct result of the fact that changing a property of either the slipper
or the rail material above or below a certain threshold would affect hypervelocity gouging
initiation since gouging initiation must occur in both materials simultaneously. He also
found that an increase in rail yield stress did not inhibit the penetration of the slipper into
the rail, only the interaction between viscoplastic slipper and rail materials that lead to

formation of material jets that cause gouging.

The most obvious limitation of the previous computational works is that an accurate
time-varying thermal environment (due to aerodynamics and friction) was not included in
the simulations. Furthermore, size and shape of the slippers simulated were not represen-
tative of real slippers, making it difficult to conclusively compare numerical results to test
track data. Besides experimental testing and numerical investigations of the slipper and
rail gouging interaction, some research has been accomplished to model the aerodynamic
heating effects and the load and damage induced failure caused by slipper impact on the

rail.

1.2.4 Aerodynamic Sled Analysis. The thermal environment of gouging is af-
fected not only by the mechanics of the sled and rail, but also by the aerodynamics of
the sled riding through the air and producing strong shocks that raise the stagnation tem-
perature behind the shock. The aspects of the thermal environment that aerodynamic
solutions provide is important. Aerodynamic solutions provide an important input to a
numerical investigation. For instance, aerodynamic heating can be modeled using an an-
alytical or numerical flow model which provides a thermal input to the CTH model for

further investigation of the gouging phenomenon.

In 1968, Korkegi and Briggs [29, 30] developed a model to perform a two-dimensional
analytical study of the steady state flow through the slipper/rail gap. They calculated the
flow conditions and heat flux by dividing the gap flow into four regions: a laminar flow

near the stagnation point at the front of the slipper, a turbulent boundary layer region
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before the upper and lower boundary layers merge, a merged region, and a Couette flow

asymptote (flow between a moving plate and parallel stationary plate).

They found that air flowing through the gap is shock compressed to high pressure
and temperatures resulting in high lift loads and high heat rates on the inner surface of
the slippers. At speeds between Mach numbers five and ten, the aerodynamic heating
caused by compression and confinement of the shock waves to the inner slipper surface are
as high as those at the leading edge stagnation points, and that at higher velocities these
heat rates are comparable to those of sliding friction. At 10,000 fps, heating rates were
about 104 Btu/ft?-sec. This indicates that aerodynamic heating of the slipper with a gap
between the rail is equally as important as the frictional heating produced when no gap is
present. Thus, extreme heating will always be a factor in the environment leading up to

gouging, whether it is caused by friction or shock waves in air.

Korkegi and Briggs developed an expression for gap pressure p as a function of the
distance from the slipper leading edge z (see Figure 1.10) from one-dimensional isentropic

flow relations relating effective area to local Mach number and pressure as follows:

p(z) (v +1)M2 71 v+1 3
P <2+(7—1)M2(az)) (27]\430_(7_1)) (1.5)

where poo, is the pressure at the free stream, M (z) is the Mach number as a function of the

downstream distance from the slipper leading edge x, M, is the Mach number at the free
stream, and -y is the ratio of the specific heats. The model is valid from the leading edge
of the slipper to location where the upper and lower boundary layers meet. The model
was developed for M >> 1, and should therefore be valid in the velocity regime being
studied. This equation should also be valid for the helium environment using the proper

Mach number and value of ~.

Among Korkegi and Briggs’ conclusions were that the flow conditions in the gap are
almost independent of M, for My, > 4, and that while the slipper wall is cold, the pressure
in the gap decreases from the leading edge to the trailing edge. However, as the slipper
heats up, the gradient diminishes until a condition of constant pressure results in the limit

of adiabatic wall temperature. In addition, a decrease in gap height results in a drop in the
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Figure 1.10 Dimensional model for Korkegi and Briggs equation.

gap pressure and an increase in gap size results in an increase in gap pressure. Therefore,
the configuration is statically unstable. This results in the intermittent bouncing of the

slipper against the rail.

Lofthouse, et al [31] in 2002, performed an external flow field investigation for a hy-
personic test sled using computational fluid dynamics. He presented inviscid aerodynamic
pressure results for a nominal rocket sled with increasing Mach numbers of 2.0, 3.0, 4.0,
and 5.0. He found that shock front reflections on the slipper caused the highest pressure
gradients to occur on the outer slipper surface. He sought to obtain solutions for flow in
the gap between the slipper and rail. Extrapolating the pressure data to the area between
the slipper and rail, Lofthouse found that shock interactions created sharp rises in pres-
sure (jumps up to 75 psi) within the slipper/rail gap. These pressure differentials would
become a source of temperature change on the slipper, especially as one considers viscous

flow solutions.

Both analytical and numerical research in aerodynamic flow of a sled with a slipper
on a rail shows that at high speed flows, an additional source of heating between the slipper
and rail would be aerodynamic effects. These effects are basically caused by compressibility
effects within the small gap between slipper and rail and are of a magnitude that must be

considered in a nonequilibrium thermodynamic environment.
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1.2.5 Load and Failure Analysis. Another aspect of the hypervelocity gouging
phenomena is loading and failure of the materials of the slipper and rail. Research has
been accomplished on the load and failure mechanisms of high energy impact. The previ-
ous sections have already mentioned the importance of normal loading due to impact on
the formation of gouging, but determination of failure and damage is also important in
understanding how materials fail and ejecta form during hypervelocity gouging. Failure
and damage research is focused primarily on developing the theory used for setting criteria

for material failure, including thermodynamics of deformation and damage.

In 1961, Abrahamson and Goodier [26] observed that humps precede moving loads
on layers of soft or viscous material, similar to a hump deformation being driven in front
of a rolling pin when a slab of bread dough is being rolled out. They concluded that this
behavior is the result of inelastic behavior of the layer. If the material were elastic, the
deformation would be symmetrical with equal bumps upstream and downstream of the
load. For a stationary viscous material, the surface profile changes due to penetration of
the load. If the penetration is stopped and the material is given a horizontal velocity, the
leading hump is drawn under the penetrating load. The actual profile then, is determined
by the combination of penetration and plastic flow. For a symmetric loading of an incom-
pressible material, the surface displacement, which is significant only near the load, creates

the characteristic hump.

Voyiadjis, et al [32] in 2003, presented a framework for analysis of heterogenous media
that assessed a strong coupling between viscoplasticity and anisotropic viscodamage evo-
lution for impact problems using thermodynamic laws and nonlinear continuum mechan-
ics. Their proposed development included thermo-elastic-viscoplasticity with anisotropic
thermo-elastic-viscodamage, a dynamic yield criterion of a von Mises type and a dynamic
viscodamage criterion, the associated flow rules, nonlinear strain hardening, strain rate
hardening, and thermal softening. The model presented in the research should be consid-
ered as a framework to derive various nonlocal and gradient viscoplasticity and viscodam-
age theories by introducing simplifying assumptions. This theoretical development of a
framework for a damage model is an example of development of a nonequilibrium thermo-

dynamic damage and failure model that could be used to improve the definition of failure
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for high velocity problems such as hypervelocity gouging. Subsequent use of this model

could aid in the understanding of the failure mechanisms involved in gouging.

Dr. Sathyanaraya Hanagud [33] is currently investigating a set of constitutive equa-
tions for high energy impact under a state of nonequilibrium thermodynamics. The objec-

tives of this research are:

e To formulate constitutive models and equations of conservation, for metallic projec-
tile materials, in appropriate continuum mechanics and nonequilibrium thermody-
namics framework. The formulated models should be able to explain shock induced

phase changes (including melting).

e To simplify the constitutive model, as found necessary, and use the model, with other
equations of conservation and interface conditions, to understand the penetration
mechanism of metallic projectiles into isotropic and granular media at high initial
impact velocities (e.g., 850 to 2000 m/sec). The term understanding the penetration
mechanism includes the projectile phase changes, melting, any failure of the projectile

and deviation of the trajectory from the intended trajectory.

e To determine the parameters of the constitutive model and the penetration mecha-

nism through testing.

e To design new materials, their microstructure and the spatial variation of the thermo-
mechanical characteristics and structural design of the projectile to avoid trajectory

deviation and any failure of the projectile.

The Hanagud constitutive models may be used to better describe the thermoplastic fail-
ure mechanisms of gouging. To accurately describe phase transition and nonequilibrium
thermodynamics in which the first and second laws of thermodynamics are of uttermost
importance, the Hanagud constitutive model is required. Most constitutive model assume

adiabatic or isothermal states of thermodynamics.

Having presented research pertaining to loading under high energy impact and the-
oretical development of failure and damage in a thermodynamic framework, it is time to
consider research specifically designed to mitigate gouging. The previous discussions have

been leading up to this specific area. How does understanding the mechanisms that control
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hypervelocity gouging allow us to interrupt that process and mitigate gouging? That is

the question for which the following research seeks an answer.

1.2.6 Methods for Gouging Mitigation. Slipper and rail materials have been
shown to dissipate energy through the formation of damage. A coating or change in ma-
terial hardness might be used to improve the material’s resistance to impact. In addition,
thermal cycling of the coating likely affects its properties. As such, thermal effects on the

capability of coatings to resist impact are of special interest.

Since gouging results from the antisymmetric deformation of the heated zone of
softened material, the process may be mitigated by the use of special coatings to protect
the surface from the high heating environment. Coatings have been used in the past, and

have resulted in fewer occurrences of gouging.

Two types of coatings are available, refractory and ablative. While these coatings
are typically intended to protect various parts of the sled from thermal effects, they may
also be useful for protecting the rail surface. Refractory coatings such as tantalum, nickel-
aluminum, zirconium oxide, tungsten, and cobaltech have been used on rocket sleds in
the past [12]. Tantalum sheets have been used to protect slipper leading edges but the
mounting hardware had failed in the severe thermal environment. The other refractory
coatings are applied in layers using a plasma sprayer. These plasma sprayed coatings offer
very good protection, however, great care needs to be taken in their application. A reliable
interlock between layers must be established to avoid the formation of cracks, which may
be initiated by the difference in the thermal expansion coefficients of the metal surface and

the coating.

Ablative coatings include Teflon, carbon-carbon, and carbon-phenolic coatings. These
have been used to protect sled components at velocities greater than Mach 6. Teflon has
been used, but its effectiveness is surpassed by the carbon-carbon. Both of these, however,
are of limited usefulness under high shock loading conditions. Carbon-phenolic layers are
applied in sheets, using epoxy to bond and stack the layers. The use of ablative materials
can result in configuration changes, which are undesirable and could be detrimental to

operation [12].
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A proposed slipper design by Barker, et al uses a laminated slider design composed
of alternating layers of plastic and high strength, high toughness steel at a 10-degree angle
of attack [21]. This design combines several gouge mitigating factors, and was first tested
in 1987 at 1.9 km/s without gouging the rail. Tachau [24] also proposed a slipper design
that uses a corrugated contact surface, intended to disrupt the growth of the high-pressure

core.

Of course, Schmitz’s work focused on mitigating gouging using coatings [1]. Schmitz
performed a study of various coatings and thicknesses using CTH and compared the ve-
locity at which gouging occurred to the coating thickness and properties. His results show
that for greater than four mils thickness, coatings made of aluminum, epoxy, polyethylene,
polyurethane, and teflon raised the velocity for the onset of gouging substantially more
than the other coatings including hematite, molybdenum, and zinc. These results from

Schmitz’s work can be viewed in Figure 1.11.

Various methods of mitigating gouging have been presented. Innovative slipper de-
signs and coatings have been suggested as a means to mitigate hypervelocity gouging. In
order to provide a true physical understanding of various means for mitigating gouging, one
must first understand the mechanisms that occur up to and during gouging. Once these
mechanisms are understood and an accurate cause and effect storyboard is developed,

gouging mitigation will be in reach.

1.2.7 Summary of Previous Research.  In the work on gouging done to date, the
cause to which gouging has been directly attributed is impact initiated by debris on the
guider due to environment, sled deterioration, or alignment defects, and bouncing motion
or vibration of the slider against the guider. After impact, proposed mechanisms that
cause the gouge to develop have included thermoplastic shear, hypervelocity microasperity
impact between the slider and guider contact surfaces, shock induced pressure accumulation
at the slider-guider interface, and the existence of viscoplastic materials at the contact

surfaces.

Sled impacts involving large slippers are subject to high normal loads due to aerody-

namics and structural dynamics coupled with a large mass. Rail gun projectiles are much
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[1].

smaller, lighter, and more precisely balanced, resulting in relatively small normal loads.
Laboratory gas guns have high impact angles but small mass compared to sleds. Despite
the differences and variety of causes and mechanisms suggested and the three different

systems (sled runs, rail guns, and laboratory tests) involved, there are common threads in

1-42

CTH analysis of coatings on the rail and their effectiveness in mit-
igating the onset of hypervelocity gouging according to Schmitz



these findings. Slider velocity, stresses at the contact surface as a function of slider normal
force, and material properties of the slider and guider are repeatedly identified as impor-
tant factors that determine if gouging will occur. Whether imposed by asperity impacts
or the contact between deformed slider and guider surface layers, it is generally agreed
that some minimum amount of normal force at a slider-guider interface, relative to the
properties of the materials involved, is likely required for gouging to occur. It seems that
if the normal forces at a slider-guider interface lead to an accumulation of shock induced
pressure at the point of contact, phase transformations, softening, melting, and possibly

vaporization and gouging of both slider and guider surfaces may occur.

There is strong evidence that the phenomena of gouging is really a shear mechanism.
Metallurgical evidence indicates that gouging occurs due to catastrophic thermoplastic
shear. Adiabatic shear bands are evident in high velocity gouging in test tracks, rail guns,
and projectile gouging in curved surfaces. Large local temperature gradients create planes
of thermal softening that generate shear bands and spalling pressure in turn generates
cracks that are evident in post-gouged material. Shear waves move in directions perpen-
dicular to the interface of projectile and target and have particle velocities that are parallel
to the interface. Combined with a large compressive spherical stress (or pressure) these
planes of motion of the particle velocities would provide planes of “slippage” that would

allow portions of the bulk material of the rail or slipper to deviate into each other.

Boundary layer portion
traveling faster than
sub-layer portion

Sub-layer portion

Amplitude of
displacement

|

Datum Slipper
Sliding " SrrEEEY
Line Rail

Figure 1.12  Jetting initiates when a layer of the furthest penetrating material
is imparted with a velocity relatively faster than the sub-layer.

It is proposed that jetting with gouging initiation be defined in the following way
(see Figure 1.12).
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e Plastic displacement must create a steep amplitude above or below the datum sliding

line.

e For a gouge to develop, a relative velocity with respect to the bulk of the displacement

must form at the portion of furthest penetration.

e The portion of furthest penetration with a relative velocity is called the boundary

layer portion of the plastic displacement.

e The bulk of the displacement closest to the slide line is called the sub layer portion

of the penetrating plastic displacement.

1.8 Further Considerations for Hypervelocity Gouging Research

Hypervelocity gouging has been approached from experimentation, observation, nu-
merical investigation, and analytical viewpoints. The previous section describes the con-
clusions drawn from this body of research on how gouges form and what are the factors
which affect the formation and development of gouging. It can be difficult separating the
root causes of gouging from its effects because the phenomenon is almost instantaneous

and many features of hypervelocity gouging are coupled.

For instance, whether the high pressure core that is seen during gouging is the under-
lying cause of gouging, or whether it is a result of normal forces and inertial effects due to
the initial impact and gouging formation is a big question. Another question is whether the
root cause of gouging is the deformation due to impact and tangential velocity or whether
the deformation is due to gouging stresses? In addition, what are the conditions conducive
to gouge formation? These questions lead to certain aspects of the gouging environment

and event that have not been considered or explained in the literature.

Recently, the gouging problem has been studied from several viewpoints. The onset
of gouging has been studied using temperature [28] and a protective coating on the rail as
parameters [1]. These studies have shown that determination of the onset of gouging may

be affected by both the consideration of temperature and a protective coating on the rail.

These studies lead to consideration of what environment is conducive to gouging, or

conversely, what environment may be created to mitigate gouging. To do this properly, an
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accurate model for the initiation of gouging must be created and then those parameters
that affect gouging must be investigated and the effects they have on gouging phenomenon

determined.

The slipper is exposed to time varying heat sources (e.g., friction, aerodynamic heat-
ing, and plasticity). This begs the question of whether isothermal and adiabatic assump-
tions are valid for this case. To analyze these situations, one must consider appropriate
constitutive models that account for heat transfer, nonadiabatic heating, and plasticity.
Equations of state that are coupled with heat transfer models as well as heat transfer

models themselves must also be considered.

The conditions that affect the thermal environment of hypervelocity gouging include
large stagnation temperatures behind oblique shocks in air and within the gap between
slipper and rail. Contact friction between the slipper and rail is another source of heat.
The slipper is subject to these conditions for a period of time much longer than any one
section of the rail. This allows time for the thermal environment to develop through the
diffusion of heat within the slipper. Thus, the slipper is the structure most affected by
heat fluxes. Clearly, if one compares the expected thermal state and state of stress in the

slipper and rail, the slipper represents the most extreme case.

Friction between the rail and slipper creates a thermal environment along a thin
layer on top of the rail, but this thermal layer has been treated adiabatically because of
the extremely short period of time it is subject to this condition. The period of time
upon which the slipper is in contact with a section of the rail is extremely short, on the
order of microseconds at speeds of 1.5 to 3 km/sec. However, this thin layer of frictional
heating directly affects analysis of any coatings that may be considered for the mitigation

of gouging.

A state of stress caused by intermittent impacting of the slipper on the rail through
flight creates a stressed environment in both the slipper and rail that must also be consid-
ered. Furthermore, the slipper amounts to a high speed heat source which sets up a thermal

stress wave in the rail. This compounds the stressed condition experienced by the slipper-
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rail system just prior to gouging. Thus, a means to model this extreme thermodynamic

situation is of great interest.

How do phase changes of the slipper and rail materials affect material failure and the
initiation of gouging? To capture such a complex area in a gouging model, the constitutive
models must be derived to account for this factor. Terms must be included that account
for a mixture of phases of a material and the effect of their material properties on the
mechanics of the entire mixture. This is what the Hanagud equations [33] provide for
analysis of the hypervelocity gouging problem. The Hanagud equations are a constitutive
model developed from a nonequilibrium thermodynamics point of view and accounting for
both phase transitions and dislocation dynamics. In addition, the constitutive model is
derived with nonequilibrium thermodynamic assumptions and could also be written using

damage parameters to develop a more accurate failure criteria.

Failure criteria are an important aspect of any numerical investigation of the hy-
pervelocity gouging problem. Failure criteria affect the development of gouging in the
numerical model and should take into account heat transfer effects. Most numerical tools
used for high energy impact use simple maximum stress or maximum strain failure criteria.
A more sophisticated failure model would enable exploration of varying modes of failure

affecting the onset of gouging [34, 32].

Another consideration is whether the scaled down dimensionality of the Laird model
is accurate. To initiate an oblique impact event in Laird’s model, the slider is given a
horizontal velocity of 2.0 km/s and a vertical velocity of 50 m/s as initial conditions. Load
and vibration simulations of the sled assembly by Hooser using the Dynamic Analysis and
Design System (DADS) [35, 36] have shown that a more realistic vertical impact velocity
is approximately 1 to 2 m/s. The slipper mass used in the simulations is much less than
the mass of an actual sled. The kinetic energy of a 227 kg sled impacting at 1 m/s is
equivalent to the Laird’s 89.77 g slipper impacting at 50.26 m/s. The two materials are
already in contact along the slider length, representing the instant that any gap between
the two materials is closed and the impact begins. Basically, Dr. Laird emulated the in situ
kinetic energy seen by the slipper as it travels on the rail. However, this approximation

underestimates the momentum of the impact. The question also remains whether this
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energy oriented approach is still valid for a heat transfer analysis. The actual slipper
and rail geometry have not been investigated to this point. A dimensional analysis is
performed to provide answers to these questions and determine a method for applying

numerical results to a real test sled.

Finally, further investigation of the hypervelocity gouging problem should also con-
sider the slipper and development of the thermal and stress environments it is subjected to.
In addition, the stress waves generated by the “shock” of a high speed heat source acting
on the rail and a potential protective coating on the rail or slipper must be considered
along with rarefaction waves and spallation due to shock wave interaction. Viscoplasticity
is a factor and temperature differentials that cause adiabatic shear bands with their asso-
ciated failure modes is not adequately modeled at this time. Further investigation of the
gouging problem and mitigation of the gouging phenomena should approach any model

with as many of these factors as possible, in mind.
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1. Theoretical Background

This chapter provides a theoretical basis for the approach taken in the research. Com-
putational algorithms designed to provide solutions for the theoretical conditions are also
presented. The understanding of these algorithms is essential to judging the realism in-
herent in the solutions. The objectives of this research include studying development of a
nonequilibrium thermodynamic environment prior to gouging, characterizing friction, and
studying potential failure mechanisms leading to gouging so that gouging can be miti-
gated. The primary CTH algorithms required to perform this study include the explicit
heat conduction algorithm for calculating heat transfer, the boundary layer algorithm for
characterizing friction forces and deviatoric stress along sliding interfaces, and fracture
models to characterize material failure. Detailed analysis and the theoretical background

for the dimensional analysis and scaling of the test sled is provided in appendix IV.

2.1 CTH Method

CTH solves for the conservation equations of mass, momentum, and energy. It
does this by integrating explicitly in time using a two-step Eulerian scheme consisting
of a Lagrangian step and a remap step. The Lagrangian step [37] solves finite volume
approximations of the conservation equations. Finite difference approximations are used
to determine velocity gradients. Velocity components are centered on cell boundaries. All
other parameters (e.g., stress, pressure, and temperature) are centered in each cell and are

assumed to be uniform within the entire cell.

Eulerian meshes are fixed in space. There are two sources of change in the Eulerian
mesh that must be accounted for. There are changes due to source (Lagrangian) terms,
and changes due to convection (Eulerian) terms. There are two approaches to solving this.
The first updates the solution variables in one step. The second approach is used by CTH.
In this approach, the Lagrangian terms and Eulerian terms are separated and solved in two
steps. First the Lagrangian terms and then the Eulerian terms. This approach is called the
operator split technique. This technique is relatively simple. yet allows for second-order

accuracy [38].



To explain the operator split technique used in CTH, we will use the linear advection
equation.
0¢ 0¢

n + c% = f, ¢(x,0) = ¢o(x)

Where ¢ is the field variable, ¢ is the constant flow velocity, and f is the source. This
equation is “split” into two equations that are solved in sequential steps: the Lagrangian

and the remap steps. The Lagrangian step contains the source term and solves the equation
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and the remap step contains the convective term and solves the equation
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The same algorithms are used to solve both “split” equations.

In the Lagrangian step, Eulerian cells are allowed to distort according to the mag-
nitude and direction of the velocity components which are centered on and perpendicular
to the cell faces. This means the mesh deforms by following material movement. Thus,
there is no mass flux across the cell boundaries and conservation of mass is met trivially.
Explicit finite volume representations of the integral form of the conservation equations of
momentum and energy use current values of mass, volume, and stress to determine new cell
velocities. The conservation of energy equation is a balance of internal energy, kinetic en-
ergy and mechanical work. Velocities used in the energy equation are determined from the
momentum equation and mechanical work. Mechanical work is generated from pressure,
deviatoric stress, and artificial viscosity [39] and is treated as an internal energy source.
FEnergy and work is divided among the materials in a cell using the Cell Thermodynamics

algorithm [40, 41].

The equation of state [42] is used to convert the internal energy of the cell into
temperature. If it is desired that heat be allowed to flow, this is also calculated during the
Lagrangian step. The Explicit Heat Conduction algorithm [2] is used in CTH to calculate

the flow of heat between cells. A heat flux term is used to transport energy so that material



specific energies may be updated in this step. The equation of state is then used to update

the material temperatures through the thermodynamic energy balance routines [40, 41].

The constitutive model is also applied in the Lagrangian step. Models available
to the user are the Johnson-Cook, Zerilli-Armstrong [3] and Steinberg-Guinan-Lund [43]
viscoplastic models, and the Transverse-Isotropic model [44], as well as others [45]. Stress
deviators are updated after the conservation equations are solved by using the updated

cell velocities. The deviatoric stress in this update is limited by the constitutive model.

If a friction solution is desired, one may use the Boundary Layer Algorithm for Sliding
Interfaces in Two Dimensions [46] to calculate the effect of frictional forces between sliding
interfaces. Otherwise, CTH assumes a fluid-like interface between materials in which there
is no deviatoric stress at the interface [47]. In the Lagrangian step, the interface between
materials can be treated either way. For frictional effects, the layer of zero deviatoric stress
is moved from the sliding material interface into what is defined as the “softer” material.
This allows the penetrator to maintain deviatoric strength at the material interface during
sliding. The frictional force is calculated using the Cauchy stress and the coefficient of
kinetic friction and treated as a body density force which is then applied in the momentum

balance equation [46].

The energy balance routine is used to calculate cell thermodynamic data (i.e., pres-
sure, density, and temperature) at the end of the Lagrangian step and prior to the remap
step. In the remap step, parameters of the distorted Lagrangian step are recalculated
and advected back to the original Eulerian computational grid. In other words, the mass,
momentum, and energy of the deformed mesh of the Lagrangian step are related back to

the original Eulerian mesh [39].

Using cell-face motion based on velocities, the volume flux between the distorted
and Eulerian mesh cells is determined. The volume of the materials to be moved is then
determined using an interface tracking algorithm that estimates the location of material
interfaces within mixed cells [?]. Each material’s mass and internal energy are moved using

this information. The final step is to apply the thermodynamic energy balance routines



[40, 41] one last time. The equation of state package is also used again to calculate the

new cell pressures, temperatures, and sound speeds.

Cauchy stress is used in development of the constitutive models in CTH, as well as
for the various other algorithms. It is used in the Lagrangian step because the Eulerian
Cauchy stress is related to the deformed mesh using the rate of deformation tensor. The
viscoplastic constitutive equations are also developed using the spin tensor, which is an
important consideration in the development of the stress and strain relations for large
movement of rigid bodies. See section 2.7.2 for a description of the rate of deformation

and spin tensors and how they relate to Cauchy stress and strain.

2.2 Nonequilibrium Thermodynamics

Kreith and Bohn [48] define thermodynamics as the “branch of science which deals
with the relation between heat and other forms of energy”. This science typically deals

with systems of heat, work, and other properties of systems in equilibrium.

Thermodynamics is based on two basic laws. The first law of thermodynamics states
the principle of energy conservation. It says that energy cannot be created or destroyed.
It relates the work done on a system with the heat flux into the system and the change of

energy of the system.
du

p——=T:D+pr—-Vq (2.1)
dt

where u is the internal energy per unit mass, t is time, T is the Cauchy stress tensor, D is

the rate of deformation tensor, : is the scalar tensor product operator, p is the density, r

is the distributed heat source strength per unit mass (such as a radiation field), and q is

the outward heat flux vector.

The second law of thermodynamics governs the direction of energy transformation.
This law states that heat can only flow from areas of high heat to low heat. It is also stated
in terms of entropy, a measure of the disorder within a system. The state of entropy of a
system can only increase. This law describes irreversible processes. Written in the form of
the Clausius-Duhem inequality, it places a limitation on internal entropy production and

thus, the direction of transformation of energy. Expressed mathematically, it states that



internal entropy production is always positive for an irreversible process. In others words,
the rate of entropy increase is always greater than or equal to the rate of entropy input [4]

for irreversible processes.
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where s is the entropy per unit mass.

Frictional dissipation and the flow of heat from high temperature to low temperature
regions are examples of irreversible processes. Using a friction brake, kinetic energy of
a wheel can be converted into internal energy which could cause the temperature of the
wheel to increase. This process cannot be reversed by changing the internal energy of the
wheel into kinetic energy to set the wheel in motion again. Likewise, heat only flows from
regions of high temperature to regions of lower temperature. Both of these processes are

irreversible and are governed by both the first and second laws of thermodynamics.

The heat flux q, is the process by which energy transport takes place. This process
changes the internal energy of a system. When temperature gradients exist in solid contin-
uums, heat flows from the regions of high temperature to the regions of lower temperature.
The rate that this transfer occurs at is proportional to the product of the temperature
gradient and the area of the transfer region. This can be expressed mathematically as [48]

s = —kA—
g dx

where ¢, is the heat flux (rate of heat transfer) in the x direction, k is the thermal con-
ductivity (which is a material property), A is the area through which heat is transferred,
and T is temperature as a function of z. The negative sign is there to ensure heat flows
from high to low temperature regions and that flow in the positive z direction is positive.

This relation is called Fourier’s Law.

2.8 Heat Conduction Algorithm

This investigation studies development of a nonequilibrium thermodynamic environ-

ment in which gouging occurs. To develop the conditions for nonequilibrium thermody-



namics, heat energy is allowed to flow between areas of varying temperature and heat
energy. The system is not in a state of thermodynamic equilibrium in which the second
law of thermodynamics is satisfied. CTH develops a solution to these conditions by solving
the heat conduction equation as part of its algorithm for heat flux [2]. With this algorithm,
heat is allowed to flow and temperature changes occur. These thermal changes are then al-
lowed to affect material properties, energy balance, or stress. The explicit heat conduction

algorithm occurs in the Lagrangian step of the CTH numerical scheme.

Typically, a diffusion representation of heat conduction is used.

ar 1
ot pC,

V- (kVT) (2.3)

where T' is temperature, k is thermal conductivity, p is density and C, is specific heat at
constant volume. If the thermal conductivity can be approximated by a constant, then the
equation becomes:

oT
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where a = %, is called thermal diffusivity.
PLvy

By comparison, CTH uses the heat flux to transport energy and update material
specific energies. The equation of state is then used to update material temperatures

through the energy balance routines.
N
Q =—kVT (2.5)

where @ is the heat flux.

The heat conduction model is an explicit method and thus has a Courant condition

that must be satisfied for numerical stability.

pCydz?

dt
HC < ok

In most cases, the heat conduction time step will not dominate the calculation.



Currently, heat flux is not allowed across boundaries, making the system adiabatic
in this respect. This models insulating physical boundary conditions at the edge of the

mesh and gives correct behavior across reflecting boundaries.

In a two-dimensional rectangular geometry, CTH represents the heat flux by:
=g ~ 8T ~ aT
Q=-k <Zx +]> (2.7)

The heat flux in the x-direction is calculated first. The resulting heat flux is then multiplied
by the area of the distorted interfacial cell boundary to get the total heat transport between

cells. The process is repeated for the y-direction.
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R L -

Figure 2.1 Heat conduction between cells in CTH. Figure from CTH reference
manual [2].

*

Figure 2.1 shows an example of one-dimensional heat conduction between cells. @7,

the heat flux between left and right cells in the positive x-direction (left to right) is
Qr = —ke(Tr — Tp)Adt/dx, (2.8)

where dt is the time-step centered at t"t1/2, dz. = (dzy + dxg)/2, A. = dy for a two-

dimensional rectangular geometry, and k. = (dzp, + dzg) / (% + d,?—;)

A similar method is used to calculate the conducted heat in the y-direction, Q. The

conducted heat must then be distributed among the material specific energies, €, of each



cell through thermal conductivity fraction.

kem$m@”

1
ertl =l + i

(2.9)

where k,,, is the material conductivity of material m, ¢,, is the volume fraction of material

m, k = km¢dm, M is the total cell mass, and Q* = Q3+, is the total heat conducted into
m

the cell. The heat conduction cycle is completed in CTH’s energy balance routines where

energy is exchanged between materials within mixed computational cells. The equation of

state is used to transform the updated material specific energies into temperatures.

The exchange of energy (after transfer of heat) between materials within a mixed cell
is performed in the energy balance routines of CTH. Here a thermodynamically consistent
cell-centered average temperature for mixed cells, based on specific heats obtained from

the equations of state, is calculated.

A cell may consist of a number of different materials. Individual material tempera-
tures within the cell are adjusted towards the average temperature in the cell, but there
is a limit to this adjustment. Only ten per cent of a materials internal energy is allowed
to move during a single computational cycle. This limits the adjustment of the individual

material temperatures within a cell.

Temperature changes then affect the constitutive equation depending on the model.
In some cases (such as the Johnson-Cook model), this will affect the flow stress, in others
(such as the Steinberg-Guinan-Lund model), it will affect the shear modulus or other

properties.

2.4 Friction

In general, when a difference in velocity between two surfaces in contact occur, if the
surfaces are not completely smooth, there occurs a component of the resultant force that
is tangent to the surfaces (see Figure 2.2). While the surfaces are in motion relative to
each other, this frictional force is more specifically known as a kinetic frictional force. The
kinetic frictional force opposes motion of the surfaces as they slide against each other. The

amount of frictional force developed as a response to sliding motion can be characterized
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Figure 2.2  Kinetic frictional force, normal force, and resultant.

by the equation (known as Coulomb’s Law):

£
=1 = —
fr = tan ¢y, N

where f;. is the coeflicient of kinetic friction, ¢, is the angle of kinetic friction force vector,
F}. is the frictional force, and IV is the component of the resultant force between the two

materials normal to the surface.

The coefficient of friction varies for different materials and for different relative ve-
locities between the materials. For dry surfaces, the amount of friction between the two
surfaces is directly proportional to the pressure exerted at the surface interface between
the materials. The coefficient of kinetic friction is generally independent of the pressure
and the area of contact. At relatively low velocities, the kinetic coefficient of friction is

constant.

In the theory of lubrication, friction for lubricated surfaces is determined by either
hydrodynamic or boundary friction [49]. Each of these cases of lubrication may occur in high
speed impacts if a layer of molten metal is formed upon impact between the materials such
as would occur for high contact pressures. If this layer of molten metal is thick compared
to surface irregularities, then hydrodynamic forces dominate and the liquid layer carries

the load.

If however, this layer is thin, then boundary frictional forces dominate. In boundary

friction, the surfaces are extremely close to each other and the load is carried by thin
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layers of lubricant (i.e., molten metal) attached to each surface. In this case, the material
properties of both the liquified metals and the solid metals are of importance. In the
hydrodynamic case, the properties of the liquid form of the metals are of greater significance

in the mechanics of sliding.

If the load is increased until the boundary layers can no longer carry the load, the
materials will come into contact with one another at high points of the rough sliding
surfaces. Experimental evidence indicates the surfaces may weld at the points of contact
due to highly localized pressures and that these welds are subsequently broken due to
sliding motion of the materials. These welds likely account for the resistance to the sliding
motion. In general, the coefficient of kinetic friction for this case lies between the kinetic

coefficient of friction for dry surfaces and hydrodynamic surfaces.

At the HHSTT, the portion of the rail at which critical speeds of the slipper occur
(greater than 1.5 km/s) is coated to mitigate hypervelocity gouging. As the sled reaches
this velocity, it rides on an uncoated portion of the rail. Along the clean rail surface, the
slipper may ride on a layer of molten metal where either hydrodynamic or boundary friction
may dominate. For the section of the rail at which the highest velocities are attained, the
rail is coated with either a tough polymer such as epoxy or with an iron oxide such as

hematite.

The above characterizations for high speed friction may be applicable to coatings on
a rail. For instance, thick and smooth (relative to the substrate) coatings can be said to
act as a hydrodynamic layer between slipper and rail. Thinner coatings may act under

boundary friction conditions between slipper and rail materials.

Bowden and Freitag [50] found from experiments on friction at low velocities that
friction is due in large part to local adhesion and shearing of regions in contact. At velocities
around 3 m/s, the temperature in these regions can exceed the melting temperature of
metals and thermal softening can occur. At this velocity, heat diffusion may have and
effect on the state of the material. They did not find the coefficient of friction to change

at low velocities. However, for high velocities (in the order of 800 m/s), they found the
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coefficient of kinetic friction decreased to 0.2 or lower for a variety of metals on metal (e.g.,

steel on copper and steel on duraluminum).

For the metals under consideration, they found the surface temperature between the
metals to be near the melting temperature. Metals under consideration included steel on
copper, steel on aluminum, steel on duraluminum, steel on bismuth, steel on antimony,
steel on molybdenum, copper on molybdenum, steel on diamond, copper on diamond, and
chromium on diamond. They concluded that friction and wear of metals at high velocity

are dependent on the relative material properties of the materials at elevated temperatures.

They further modified the theory of adhesion by stating that shearing of the welded
contacts is facilitated by steep temperature gradients that soften or melt leaving a thin
film along the surfaces. This implies that boundary friction may be dominant under these
conditions. The area of contact would then depend on the velocity of plastic deformation
propagation for the materials. They also found evidence that at a critical velocity (above
the plastic wave velocity) brittle failure may dominate. This description of the effect of
friction at high speeds is similar to the description of hypervelocity gouging by Barber and
Bauer [14].

Barber and Bauer’s description of the gouging phenomenon is worth repeating here:

When two solids are brought together, actual physical contact occurs only at
a small number of discrete contact points. The normal load between the two
solids is supported by these discrete areas. The number and size of the contact
points increases with increasing applied load. Adhesion between two bodies in
contact occurs at the contact spot and “cold welds” are formed. Tangential
motion of one body with respect to the other deforms or shears material in the
contact spots and results in further asperity contact. Frictional forces develop
because of the ability of the contact spots to resist this deformation (wear
results from material fracture due to excessive straining in the contact spot
region.) During contact spot shearing, energy is dissipated into the deformation
zone and then removed from the deformation zone by thermal conduction into
the material substrate.

As sliding velocity increases, the rate of energy dissipation in the deformation
zone exceeds the conduction rate out of the deformation zone, causing the de-
formation zone temperature to rise. As sliding velocity increases still further,
the temperature of the entire surface of a slider may reach the melting point,
at which point a liquid interface is formed between the sliding surfaces, greatly
reducing the frictional forces observed and the coefficient of friction. The liquid
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interface behaves as a hydrodynamic bearing. Viscoshearing of the liquid film
dissipates energy, which causes intense heating of the slider surface and results
in surface melting. Surface recession occurs, providing an influx of melted ma-
terial from the slider surface equal to the efflux from the interface due to slider
motion, and a steady-state hydrodynamic interface is established. The devel-
opment of this hydrodynamic fluid layer depends upon the material properties
of the slider and guider, the sliding velocity, the normal load, and possibly the
geometry of the slider.

At hypervelocity, if a fluid interface forms, velocity gradients in the interface
will increase, as will the frictional force, energy deposition, surface recession,
slider wear, and interface temperature. At some velocity, it is likely that the
temperature of the interface region becomes so high that the interface material
is vaporized, with a resultant drop in viscosity and frictional force. If a fluid
interface does not form, asperity contact continues to occur at very high ve-
locities. The asperities, however, can no longer come into contact in a steady
or quasi-steady mechanical mode. Instead, they impact generally in an oblique
manner, generating shock stresses.[14]

Contrast this description to Krupovage and Rasmussen’s [12] assertion that a liquid
metal interface acts as an abrasive rather than reducing friction. At hypervelocity speeds
however, Barber and Bauer agree with Krupovage and Rasmussen that frictional forces

increase in the liquid metal interface.

CTH is used in this investigation to evaluate the effect of frictional sliding at high
speeds. There are two treatments of material sliding available to the user in CTH. The
first approach treats the interface as a frictionless surface. The deviatoric stress is set to
zero at the interface. The second treatment allows deviatoric stress at the interface, but

does this by moving the frictionless slip layer into the material defined as “soft.”

The two sliding interface algorithms in CTH are known as the Slide Line and Bound-
ary Layer Interface algorithms. These models allow for the simulation of sliding interfaces
by allowing the materials at an interface to retain their strength properties, yet move inde-
pendently. The Slide Line algorithm allows materials along designated interfaces to keep
their strength in compression and tension, but sets the shear strength to zero to allow the
materials to slide. The behavior can be computed at material interfaces using a Lagrangian
calculation by providing spatial slidelines, which are used when large transverse deflections
of the material interface are expected [47]. When this Lagrangian method is used in an

Arbitrary Lagrangian Eulerian algorithm, it must then be remapped to an Eulerian mesh
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and the functions convected. The Boundary Layer Interface model couples the deforma-
tion of materials where they share an interface. One surface is deformed using the forces
on both materials, and the adjoining surface is transversely constrained to move with it,

although the materials may maintain distinct tangential velocities.

2.5 Boundary Layer Algorithm

Deformations due to sliding between various materials in contact are characterized
in CTH by the Boundary Layer Interface algorithm for sliding interfaces in two dimensions
[46]. In this algorithm, the sliding process is moved away from the mixed cells in the
material interface and into the target (or“soft”) material. This allows the development of
a deviatoric stress component at the sliding material interface and avoids problems that
occur when the material strength of the projectile is decreased in mixed cells. Mixed cells
contain a yield strength that is an average of the strengths of the materials in the cell.
Thus, the mixed cell has a strength that is less than the stronger material and greater than

the weaker material, which can cause numerical rather physical effects within the results.

CTH was originally developed as a tool for modeling continuum mechanics under
extremely high pressures and shock waves. In these cases, shear stress is small compared
to normal stress. Hydrodynamic treatments are applicable and relatively crude treatment

of material interfaces are appropriate.

However, as the ability of materials to carry shear loads and respond to shear stress
and in tension becomes significant, other treatments for material behavior and for sliding
interfaces is required. The Boundary Layer Interface algorithm was developed as a response
to modelling penetration of a projectile into deep targets. In this case, sliding between the
projectile and target becomes a significant problem in the analysis. If removal of material
at the interface occurs as the primary response to the sliding interface between projectile
and target, then the Boundary Layer Interface algorithm may not be required. However,
if the projectile retains enough of its strength, then it may travel as a rigid body into the
target and it would then be necessary to accurately model this sliding interaction. In this

case, friction effects would also become more important.
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The alternative to the Boundary Layer Interface algorithm is treating the sliding
interface as a frictionless surface by setting deviatoric stress along the material interfaces
(i.e., mixed cells) to zero. This alternative is known as the Sliding Line algorithm. This
treatment, however, dilutes material strength of the penetrator within the mixed cells. The
penetrator surface is then essentially a fluid and is treated as such in the analysis. This
surface erodes and the penetrator shape changes. One of the questions that is important
to consider in the investigation, and for which there is yet no definitive answer, is which

treatment is most close to reality: projectile erosion or projectile friction.

Typical markings on rails due to impacts that are not gouges indicate deformations
similar to wear. This is true also for impacts on coated sections of the rail. This implies
the slipper maintains its strength during impact during these common events. Observation
of gouged materials however, indicate a hydrostatic and eroding surface may be more
apropos. It is important to note however, that hypervelocity gouging is a result of mutual
interactions of rail and slipper materials and not necessarily just erosion of a penetrator
(i.e., slipper). Thus, whether the event is an impact that results in gouging or not, the
Boundary Layer Interface treatment may still be most appropriate for a realistic analysis.
This section (based on the CTH reference manual for the Boundary Layer algorithm [46])
discusses how CTH treats friction in the analysis, and this is accomplished through the
Boundary Layer Interface algorithm. To understand how the algorithm works, let us first
assume that solids are in contact across a surface, S. For the two materials, one is defined
as soft and the other hard. For purposes of this discussion, let us assume the soft material is
the target and the hard material is the penetrator, or projectile. In hypervelocity gouging,
this would be the rail and slipper, respectively. The soft material in where the slip layer
(defined later) will be contained. Let us first define some important terms that are used

in this discussion:

Interface Layer The layer of cells about two cell widths thick that contains the material

interface.

Hard Boundary Layer In this layer of cells, processes take place that model all physical

interactions across the material interface. Cells are considered to be in this layer if
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its center is within a specified distance, wy; of the center of a cell within the interface
layer. Usually, cells in the interface layer are considered as part of the hard boundary

layer. Mixed cells usually end up in the hard boundary layer.

Soft Boundary Layer In this layer of cells, processes take place that model all physical
interactions across the material interface. Cells are considered to be in this layer if
its center is within a specified distance, wy; of the center of a cell within the interface
layer. Cells are in this layer if they are filled with at least 99% of soft material.
Mixed cells are almost never in the soft boundary layer. The slip layer lies within

the soft boundary layer.

Slip Layer This layer of cells models a frictionless sliding interface. In this layer, flow
stress is zero. Deviatoric stress tensors are set to zero here. This layer lies within the
soft boundary layer. If a cell is in the soft boundary layer, and its center is within wg;

cell diagnols of the center of a cell in the interface layer, then it is in the slip layer.

Hard Material

Hard
Boundary Interfage Layer
Layer Hard Material
Soft Material
Interface Layer
Slip Layer =

Soft Flow Stress = 0
Boundary qTTT T
Layer

Soft Material

Figure 2.3 Various layers as defined for the Boundary Layer Interface algo-
rithm.

Figure 2.3 depicts these various definitions graphically. In many cases, the slip layer will

coincide with the soft boundary layer.
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Let V¢p, be the hard material volume fraction in the x direction and V¢, be the
hard material volume fraction in the x direction. Also let Ax be the cell width in x
direction. The central differencing relation used to evaluate the vector gradients of the

hard and soft material volume fractions within the cells are:

(On)it1,5 — (n)i-1,5
2Ax

(Von,)ij

(®s)it1,5 — (Ps)i-1,5
2Ax

(Vs )i

Similar relations exist for gradients of the hard and soft material volume fractions in the

y direction where Ay be the cell width in y direction.

(n)ij+r1 — (n)ij—1
2Ay

(v¢hy )iJ =

(@s)ijr1 — (ds)ij—1

(vgbsy)lﬁ 2Ay

The interface layer contains all cells in which both |(Vép); ;| > 0.1 and [(Ves); ;| >

0.1. Each cell has a unit normal in the interface layer that points in to the hard material.

(n)ij — (Ps)ij
[(Pn)ij — (@s)ijl

n;; = (2.10)

At this point, it is important to note that frictional forces are not included
through deviatoric stress components. Instead, they are included as body forces
within the cells in the boundary layers, including the slip layer. The reason for this is
that if the friction force was applied to the cells within the interface, there would be forces
aligned in opposite directions with in the interface and within a cell. CTH is unable to do
this because one set of kinematic variables is used for all materials within a cell [51]. The
subsequent portion of this discussion describes how the frictional force is calculated in the

boundary layer algorithm.
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First, let us consider the average velocity of the hard layer, Vp,.q. This velocity is
determined using all cells with ¢, > 0.9. There is also an average velocity of the soft layer,
Viopt- This velocity is determined using all cells with ¢, > 0.9. In the calculation of V4,
cells in the the slip layer are excluded. These values are used to determine an average

relative velocity between the hard and soft layers, V.

V = Vhard - Vsoft

In addition, the normal, n for each cell is used to calculate the average normal, .

These values are then used to determine the unit vector tangential to the surfaces, u.

XV
) %7

X |3
< X

The shear traction vector due to the frictional force is then calculated by
t = +fmin{0,7 - (Th)}u (2.11)

where t} is the shear traction vector due to frictional force, f is the coefficient of friction,
T is the average Cauchy stress, and 7 - (T'h) is the normal traction which is a scalar value.
The normal traction must be negative (i.e., in compression) in order for the traction due
to friction to be a nonzero value. T is obtained by averaging the values of the Cauchy
stress tensor, T among all the cells within and around the boundary layer. Shear traction

is negative if the cell lies within the soft layer and positive if it lies within the hard layer.

Frictional forces are only applied to cells in one of the boundary layers, but not in
the interface layer. This is due to the inability of CTH to apply body forces separately
to materials within mixed cells. The frictional shear traction per cell is first converted to
a body force density, b_;c B

(by)ij = )iy

Whl

—~
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The body force density appears in the momentum balance equation as
pd =V -T + by

where d is the acceleration.

Using this algorithm, it is possible to find an effective coefficient of friction during
high speed sliding. An estimated kinetic frictional coefficient is used as an input to the
boundary layer algorithm. The frictional force would be calculated and used as a body
force density within the solution method. The deviatoric stress and pressure would develop
through the boundary layer algorithm and the usual CTH routines. The effective coefficient
of friction could then be found by comparing the deviatoric stress at the interface with
the pressure. It is estimated that this coefficient would be extremely low based on the

similarity of results for frictional coefficients of 0.3 and 0.0.

There is some error in this algorithm due to mesh coarseness that always occurs when
determining the boundary layers. Over many time steps however, the fluctuations due to
this error in the applied frictional force will average out and the net force added to the

system will be close to the correct value.

One final note, the flow stress in the mixed material cells is set to the maximum
material flow stress among the various materials within the cell. This is done to prevent
erosion of the hard material surface that may not be physical. Otherwise, the hard surface

layer strength may become diluted within mixed cells.

2.6 Materials Science

Materials science principles underlie the understanding of the behavior of materials
in a high speed impact such as in hypervelocity gouging situations. The fundamentals
described in this section include thermal behavior, hardness, impact energy, phase changes,

wear, and coatings materials (specifically, polymers) [52].

2.6.1 Thermal Behavior. Material behavior under nonequilibrium thermody-

namic conditions is dependent on the thermal behavior of that material. There are a
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variety of properties that reflect this thermal behavior. Those that are discussed briefly
in this section are: heat capacity, thermal expansion, thermal conductivity, and thermal

shock.

The heat capacity of a material, C' is defined as the amount of heat required to raise

the material’s temperature by 1 degree Kelvin.

where () is the amount of heat producing a rise in temperature of AT. This version of heat
capacity is dependent on the amount of material. More material requires greater amount

of heat to raise it one degree. An alternative form is the specific heat, c.

c = L
mAT

which puts the specific heat in terms of a unit mass.

Specific heat is measured at either constant volume, or constant pressure. These
specific heats are represented by c, and c,, respectively. In general, specific heats are
constant, but for high temperatures, they change depending on the material. Specific
heats are typically double or more in value for polymers than they are for most engineering

metals.

In general, when a material absorbs heat and its temperature rises, it leads to an
increase in thermal vibration of the atoms making up that material. An increase in vibra-
tion leads to an increase in average separation distance of adjacent atoms and an increase
in the dimensions of the material. This is characterized by the linear coefficient of thermal

expansion, «.
_dL
@~ Lar

where L is the length of the material in one direction and T is temperature. The linear
coefficients of thermal expansion for metals are typically much lower than most engineering
polymers. The linear coefficient of thermal expansion is a function of temperature and

tends to increase for high temperatures.
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Thermal conductivity is a form of diffusivity. It can be described mathematically by

Fourier’s Law

e dq/dt
A(dT /dzx)

where dq/dt is the rate of heat transfer across an area, A due to a temperature gradient,

dT/dxz. Thermal conductivity in materials is due to atomic vibrations and the conduction

of free electrons. In materials such as polymers, which do not conduct electricity well, the

primary mechanism of thermal conductivity is atomic vibration. In metals, which do con-

duct electricity well, the primary mechanism is free electrons due to the additional kinetic

energy of these conducting electrons. Thermal conductivity is a function of temperature.

In general, the thermal conductivity of polymers decreases with temperature, while that

of metals increases. In addition, the thermal conductivity of polymers is typically an order

of magnitude or more less than that of metals.

Thermal shock is the last property of thermal behavior of materials discussed here.
It is the fracture of a material due to temperature change (usually a rapid temperature
change). Fracture follows from the thermal behavior properties of thermal expansion and
thermal conductivity. Thermal expansion under constrained conditions will cause stress
within a material. The rapid temperature change then results in temperature gradients
in the material that cause internal residual stresses. Another example would be uniform
expansion of a material due to a rise in temperature. With a rapid cooling of the surface,
the finite thermal conductivity leaves a surface that contracts around a hot interior. This
results in a surface that is in tension and a hot core that is in compression, which could

lead to fracture caused by the thermal shock loading of the surface.

Other material properties such as the elastic modulus, shear modulus, and yield
strength will be affected by changes in temperature. The effect of these changes will be
dependent on the constitutive model and what parameters in the model are dependent on
temperature. In addition, the tempera